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ABSTRACT: 

This study analyzes different antecedents of market orientation and goes deeply into the analysis of the 
relationship between organizational structure and market orientation. The data for the empirical 
research comes from a sample of small firms belonging to the industrial sector in the geographical area 
of an economy of the south of Europe - the Andalusian economy. The study includes 85 correctly-
completed questionnaires. The results confirm the effect of formalization, integration and centralization 
on the firms' marketing orientation, but they do not allow it to be stated that there is a relationship 
between firms' marketing orientation and complexity. The implication for management is the need to 
check the organizational structures in order for them not to slow down the introduction of market 
orientation.
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1. INTRODUCTION

Market orientation has been thoroughly investigated since the early90s. The works of Kohli and Jaworski 
(1990) and Narver and Slater (1990), formed the starting point for research on market orientation.
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The traditional theory of marketing maintains that market-oriented firms obtain better results. Likewise, 
there are organizational factors that affect the market orientation of firms and are facilitators or barriers 
to introducing this orientation. Parasuraman et al (1983) have already pointed out that if firms differ in 
their degree of market orientation, it is necessary to ascertain the key organizational characteristics 
associated with their adoption level of this orientation. Day (1994a), on the other hand, suggests that 
market orientation requires the support of changes in the organization's structure. 

Considering market orientation as an intangible resource, the structure and the organizational systems 
play a fundamental role in gaining a competitive advantage (Fernández, 1993, 1995). From this 
perspective, the organizational architecture and its routines, as well as the management culture and 
systems, are decisive (Cuervo, 1995). In response to the environment's changes, the organizational 
designs become more flexible with the aim of achieving a competitive advantage around its central 
competences (Prahalad and Hamel, 1990). In this sense, a market-oriented business, which is therefore 
committed to the continuous creation of superior customer value, is related to horizontal structures 
focused on value creation. It also has small multifunctional teams that increase the speed of the 
business (Slater and Narver, 1994b). Revising the structure and, where necessary, modifying it to 
contribute to the  introduction of the market orientation (Barroso and Martín, 1999a) starts from the 
reasoning that certain of its characteristics can act as barriers for an organization to adopt this  
management philosophy (Lear, 1963; Kohli and Jaworski, 1990).

With this approach, the development of a strategy aimed at the market requires the development of 
new organizational forms (Achrol, 1991). The most traditional concept of organization-characterized by 
a vertical and specialized structure - is being substituted by new forms of organization in those 
businesses that have adopted a market orientation. The hierarchical organization - in which the market 
department is a separate function - is “obsolete” according to these new approaches. The marketing 
responsibility must be dispersed throughout the organization in such a way that customer satisfaction is 
the fundamental goal of each of its members (Webster, 1994, p. 206). As a consequence, the structures 
become flatter, specialization is substituted by multifunctional processes, activities that do not turn out 
to be critical are externalized and work networks with other organizations are fostered (Cravens et al., 
1998). “A great marketing department can be the antithesis of a market-oriented company, especially if 
it is part of a bureaucratic hierarchical structure dominated by rules, policies and procedures” (Webster, 
1994, p. 271). For a large and bureaucratic organization, to respond rapidly to the changes caused by 
technological developments and the modifications of their customers' preferences will turn out to be 
problematic (Cravens et al., 1994).

To conclude, companies are creating new flexible organizational forms that respond to their customers' 
needs and the market's requirements. “The key feature is the understanding of their customers' needs 
and the value offer to their customers” (Cravens et al., 1994, p. 19). As Achrol pointed out (1991, p. 80), 
"the firm of the future will need to be very permeable between its departments. Its departments and 
hierarchy will be confusingly defined, the hierarchy will be minimum and indirect and individuals will 
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have much more autonomy". In this context, what emerges is a new form of organization based on a 
flexible network of independent organizations through vertical links with suppliers and users and 
horizontal links with competitors (Cravens et al., 1994). The consequences of these new designs can be 
difficult to understand and may even turn out to be contradictory. Hence, it has been noted that these 
networks may represent a problem to attain and maintain a market orientation and a customer focus . 
This is because the complexity associated with the networks can mean an obstacle for the employees to 
identify the end customers, as well as their requirements. Moreover, it can limit organizational learning 
(Cravens et al., 1996).

The organizational structure can be described on the basis of different variables, though the literature 
(Aiken and Hage, 1966; Hall et al., 1967; Zaltman et al., 1973; Champion, 1975; Evers et al., 1976; Van de 
Ven, 1976; Dewar and Hage, 1978; Robbins, 1987a; Hall, 1996) indicate formalization, centralization and 
complexity as its fundamental and commonly-studied dimensions. A fourth component – integration -
tends to be added to these factors (Lawrence and Lorsch, 1967; Galbraith, 1973; Mintzberg, 1998). 

In our context, the importance of this precedent fundamentally stems from its possible impact on 
information processing1 (Daft and Lengel, 1986). The literature indeed suggests that the organization's 
structural characteristics have an important influence on knowledge flow (Levitt, 1969; Lundstrom, 
1976; Hall, 1977; Miller, 1987), as well as on the context and nature of human interactions (Miller, 
1987). In this sense, it is recommendable for the structure to facilitate the coordinated actions of 
independent elements (Thompson, 1967), in order for the said “anatomy” not to be an obstacle for 
communication and, thus, market information dissemination (Jaworski and Kohli, 1993). The influence 
on the information use has also been considered to be strong (Zaltman et al., 1973; Corwin and Louis, 
1982). Indeed, Homburg et al. (2000) established a “customer-focused organizational structure ”2 as a 
precedent of market orientation.

In line with what has been discussed, we can conclude that the analysis of the structural characteristics 
is fundamental to the aim of detecting any inhibiting effect with respect to the information use 
(Deshpandé and Zaltman, 1982). 

Though Kohli and Jaworski (1990) consider structure and organizational systems together, we opt for 
tackling the study of them independently, given the different nature of the aforementioned precedents. 
As well as the three variables considered by these authors – formalization, centralization and 
departmentalization – we include integration in the analysis, following the most recent literature on the 
structure of organizations.

1 Information processing “is conceptually more than the simple obtaining of data to reduce uncertainty; it also involves the interpreting of 
ambiguous situations” (Daft and Lengel, 1986, p. 559).
2Organizational structure focused on the customer is understood to be a structure that uses groups of customers connected by some similar non-
geographical characteristic as a basis for structuring the organization.
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2. THEORETICAL RESEARCH FRAMEWORK

2.1. Definition of the variables

Market orientation (MO)

Tuominen and Möller (1996) consider the market orientation construct to be made up of both cognitive 
and behavioural aspects of organizational learning. In this approach, the business philosophy dominant 
in the organization, and the distinctive skills and capacities3 take shape as cognitive precedents of 
market orientation and as behavioural consequences. This approach considers market orientation as a 
resource that is the basis of the organizational learning process which allows the firm to attain a position 
of sustainable competitive advantage and a greater performance. In this sense, market orientation 
allows the development of skills that make it possible for the organization to acquire knowledge about 
its customers and market participants, to share this knowledge throughout the organization and to carry 
out the actions necessary to give superior customer value (Day, 1994a; Slater and Narver, 1995; Narver 
et al., 2000). It is the superior resources' understanding and satisfying of the customers which allows the 
achievement of a competitive advantage. In accordance with this perspective, “market orientation is not 
an end in itself but rather a means of developing a sustainable competitive advantage and thus the 
gaining of a greater performance” (Barroso and Martín, 1999c, p. 12).  

The study by Cadogan, Diamantopoulos and Siguaw (2002) reached the conclusion of there being a 
strong positive relationship between market orientation and organizational success. That is, the levels of 
satisfaction of businesses with their sales, their entering new markets and the market share achieved 
are positively related to market orientation. In addition, they verified the existence of a significant and 
positive relationship between market orientation and business success.

It is argued that the way in which information is used is a function of the existence of organizational 
processes, as well of individual management activities (Daft and Weick, 1984). Organizational learning 
means a process of improving actions via a greater knowledge and understanding and is made up of 
both cognitive aspects       (learning) and behavioural aspects (change) (Tuominen and Möller, 1996). In 
this sense, it is to be pointed out that though individual learning contributes to organizational learning, it 
is not in itself a sufficient condition for the latter (Sinkula, 1994; Moorman, 1995; Tuominen and Möller, 
1996). As Nonaka (1991) indicates, new knowledge always begins in the individual and is changed into 
organizational learning that turns out to be valuable for the organization as a whole. A better and more 
effective use of information is considered to be fundamental for adopting market orientation and being 
successful in an intensely-competitive environment (Menon and Varadarajan, 1992). Sinkula (1994), 
from an integrating approach, introduces the market-based organizational learning concept. This 
learning differs from others in five fundamental aspects. Firstly, it is an externally-centred capacity and 
less visible than the majority of the internally-focused ones. It also differs from other types of 
organizational learning in that it is a fundamental basis of competitive advantage. Thirdly, the observing 

3 The distinctive capacities are those in which the organization has an advantage (Cravens et al., 1998).
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of the experiences of others (competitors, customers and other channel members) is an essential 
element. The market information that lies in the organization's memory turns out to be difficult to 
access. Lastly, the information is more equivocal4. 

In the same line, Slater and Narver (1994b) uphold that “market-oriented learning can be the unique 
basis to create superior value for the customer as, unlike products or technologies that can be obvious 
for competitors, it is a deeply-embedded organizational process that is difficult for those outside to 
perceive and almost impossible to imitate” (Slater and Narver, 1994b, p. 27).  We see how market 
orientation and organizational learning are indeed closely-related concepts (Day, 1994a; Slater and 
Narver, 1995; Cravens et al. 1997; Cravens, 1998; Farrell, 2000). In this respect, Slater and Narver (1995) 
point out that market orientation is a fundamental element of superior organizational learning, and a 
superior learning capacity greatly contributes towards achieving a competitive advantage (Day, 1992, 
1994a; Sinkula, 1994). Indeed, the business skill of processing market information evolves over time and 
is shown in processes of information acquisition, dissemination and use. These processes are considered 
to be “knowledge assets” that allow the achievement of a competitive advantage (Moorman, 1995) and 
the organization which has such assets at its disposal is qualified as a “knowledge-creating company” 
(Nonaka, 1991). 

From this perspective it is upheld that knowledge is “the main production factor that determines long-
term economic growth" (Sánchez et al., 2000, p. 43). The only source of lasting competitive advantage is 
knowledge, so that when the environment is uncertain, successful companies are those which create 
new knowledge, disseminate it throughout the organization and quickly incorporate it in new products 
or technologies that allow a response to customer needs. These are activities that define a continuously-
innovative organization (Nonaka, 1991). Knowledge is characterized by not deteriorating with use. On 
the contrary, it is enriched, favouring its dissemination. Moreover, it is a factor with an increasing 
performance, which implies that as it accumulates its possibilities of use increases (Sánchez et al., 2000).

Slater and Narver (1994b) suggest two approaches to develop market orientation. The first strategy, 
called programmatical, hinges on the attitudes and activities of individuals and maintains that 
organizational change is the consequence of modifications in individual beliefs and behaviours. It is an a 
priori approach in which educational and organizational change programmes are used with the aim of 
introducing the sought-after norms that allow the continuous providing of a superior customer value. It 
is moreover a basis for learning (Narver et al., 1998). In the adaptive5 approach, both managers and 
employees learn from their efforts with the aim of creating customer value. This strategy is based on the 
fact that individual behaviour is more effectively changed by confronting individuals with new roles or 
functions that are going to allow them to develop new capacities in response to the market changes. 
The emphasis is on continuous improvement for learning (Narver et al., 1998). Though both perspectives 
contribute to increasing market orientation, when the former is focused on learning, the joint effect of 
both strategies is greater (Narver et al., 1998). For Baker and Sinkula (1999a), both market orientation 

4 This concept refers to the existence of multiple and conflictive interpretations of information; “the misunderstandings are indeterminate, 
inscrutable, ambivalent, questionable and allow for multiple meanings” (Weick, 1979, p. 174).
5 In a later work, this approach is given the name market-back (Narver et al., 1998).
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and learning orientation6 influence the activities of marketing information processing (MIP). These 
authors conceive both constructs to be characteristics of the organization. The former gives priority to 
the aforementioned MIP activities and is a mechanism that can favour adaptive learning (Slater and 
Narver, 1994b; Baker and Sinkula, 1999a). That is, that which does not imply a change in the norms that 
guide the firm's behaviour (Sinkula, 1994). The latter affects the tendency to value generative learning 
(Sinkula, 1994; Baker and Sinkula, 1999a).This type of learning does mean a change in the organization's 
norms  and is the result of a proactive  behavior  on the part of the firm and not in response to the 
environment's changes (Sinkula, 1994). 

In accordance with this, market orientation “stresses the firm's skill to learn about customers and 
competitors in order to be continuously aware and act on events and tendencies in current and future 
markets” (Tuominen and Möller, 1996, p. 1178). That is, market orientation fosters the development of 
processes to learn about changes that have a profound impact on the organization's environment, over 
the competitors (Cravens et al. 1998). As Dickson (1996) points out, "market orientation describes a 
series of (...) processes that allow the firm to learn (...)" (Dickson, 1996, p. 104).

In this work, setting out from the resources approach and the theory of organizational learning, and 
following the line of other researchers (Day, 1994a; Moorman, 1995; Hurley and Hult, 1998; Álvarez, 
2000; Cossío, 2000; Tuominen et al., 2001), we uphold that market orientation is an intangible 
knowledge-based resource that allows a superior customer value to be provided. This resource 
differentiates the firm from its competitors and generates a competitive time-sustainable advantage 
that allows the organization to obtain a superior performance.  The intangible resources are based on 
individuals, groups and the very firm having information and this makes identifying and reproducing it 
difficult (Fernández, 1993). In this sense, market orientation is based on the generation, dissemination 
and use of market intelligence about customers and competitors (Kohli and Jaworski, 1990), on a series 
of beliefs shared by all the organization's members that give preference to the customer's interest 
(Deshpandé et al., 1993), and on the coordinated application of interfunctional resources for creating 
superior value (Shapiro, 1988; Narver and Slater, 1990). This strategic advantage based on the value 
given to the customer is far from being easily duplicated by the competitors (Forbis and Mehta, 1981). 
Moreover, in so far as market orientation means complex information processing, involves different 
units of the organization and requires knowledge dispersed between many individuals, it resists 
imitation. To duplicate models of internal coordination and learning is not easy (Prahalad and Hamel, 
1990). The difficulty of imitation by competitors lies in  the complexity of the learning process due to 
market orientation, as well as the great amount of resources required, given that knowledge generation 
is a costly process (Sánchez et al., 2000). 

As a consequence, market orientation could “potentially” allow the firm to produce a more efficient and 
effective offer than its competitors. That is to say, market orientation can be considered as an intangible 
resource of organizational learning that will lead to a sustainable comparative advantage only if it is 
scarce among competitors (Barney, 1991; Hunt and Morgan, 1995).

6 The authors define, from the literature, learning orientation as a series of values that influence the degree to which an organization is satisfied 
with its theories in use, mental models and dominant logics, which can be market-based or not (Baker and Sinkula, 1999a).
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Formalization

In general terms, formalization refers to the establishing of rules and procedures to handle the 
eventualities an organization is confronted with (Pugh et al., 1963; Hall, 1996). Pugh et al. (1963) use this 
concept to refer to the degree to which these communications and procedures are written. Aiken and 
Hage (1966) define formalization as the degree of standardization of the work and the amount of 
deviation allowed. They measure it from the proportion of work codified and the degree of observing 
the rules. Thus , the  work codification index reflects the degree to which the person in charge of the 
work must consult the rules when carrying out work (the number of rules that specify “what to do, 
when, where and why” Aiken and Hage, 1968, p. 925) and, on the other hand,  the  observation of the 
rules index refers to the extent to which the employees are observed violating the rules (“the diligence 
with which the rules are reinforced” –Aiken and Hage, 1968, p. 926). With this approach, a greater 
proportion of codified works and a lesser range of variation allowed are associated with a greater 
formalization. The authors later added the specificity of the work to the two previous aspects. That is, 
the degree to which the procedures that define a work are explained in detail (Aiken and Hage, 1968). 
On the other hand, Pugh et al. (1963) note that formalization includes, firstly, the establishing of 
procedures, rules and roles, and, secondly, the applying of procedures related to decision-making, the 
transmission of decisions and instructions and , finally, the transmission of information including  
feedback. In this line, Hall et al. (1967) measure formalization from a series of indicators concerning the 
roles, the relationships of authority, communications, norms and sanctions. Different indicators, 
associated with more specific definitions, have been used to measure this variable. The most classic 
ones correspond to Aiken and Hage (1966) and Hall et al. (1967). 

In spite of the differences in the measurements of formalization, there seems to be a similarity as far as 
the meaning of formalization is concerned (Hall, 1977) and in considering it to be a “key” structural 
variable. This is because working out how, where and by whom tasks are carried out decisively 
influences the behaviour of the organization's members (Hall, 1996, p. 69). Likewise, it must be pointed 
out that formalization can be conceived as a continuum, from the maximum formalization to the 
extreme to which the organization's members use their own discretion for the development of 
situations for which procedures have not been developed. Most organizations are, however, at an 
intermediate point (Hall, 1996). 

It has been suggested that formalization can affect information processing (Moorman, 1995). 
Nevertheless, the literature is contradictory about its impact. Some researchers uphold that 
formalization is associated with a higher level of certain types of processing (Galbraith, 1973) and 
information use7  (Daft and Lengel, 1986), thus favouring  information generation (Pelham and Wilson, 
1996). In this line, the work of John and Martin (1984) suggests that the utilization of formal rules and 
procedures reinforces the instrumental use of the marketing plan. On the other hand, it has been noted 

7 Rules and procedures reduce uncertainty (Daft and Lengel, 1986).
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that this structural characteristic reduces information use (Deshpandé, 19828; Deshpandé and Zaltman, 
1982). 

At the same time, it appears that formalization increases the probability of decision-making processes 
caused by reactive behaviours, so that it could discourage the pursuit of opportunities (Fredrickson, 
1986). This approach is coherent with the view of Kelley et al. (1996), who uphold that formalization has 
a negative impact on creativity in the process of rendering services. From this perspective, the existence 
of formal rules can hinder an organization's adaptation to the environment's changes (Ruekert et al., 
1985; Jaworski and Kohli, 1993). Taking into account that a market orientation involves doing new things 
and can be interpreted as an innovative behaviour (Jaworski and Kohli, 1993), it could be suggested that 
it inhibits the adopting of this culture. The model put forward by Hartline et al. (2000) considers that the 
selecting of customer orientation by employees requires less trust in rigid rules and procedures. They 
argue that in service firms, the employees who are in contact with customers must be able to adapt and 
quickly respond to their changing needs. With this approach, formalization is not coherent with the 
adopting of a customer-oriented strategy. From an empirical point of view, the authors confirm that 
doing so is associated with less trust in formalization.

Having reached this point, the difference that Zaltman et al. (1973) establish will perhaps explain 
matters. They suggest that formalization can inhibit innovation during the start-up stage in that it 
favours its introduction by reducing the ambiguity related to how individual work will be seen to be 
affected by this innovation. In the same sense, Moorman (1995) upholds that an informal culture should 
support information acquisition, its transmission and conceptual use9, while reducing its instrumental 
use10. In this line, it has been supposed that a greater formalization negatively influences information 
generation, dissemination and response design and positively influences its introduction (Kohli and 
Jaworski, 1990). Nevertheless, the data do not appear to confirm the hypothesis. This circumstance 
leads us to think that more than the mere presence of rules, the decisive factor can be their content 
(Jaworski and Kohli, 1993).

The work of Pleshko (1993) supports the existence of a positive and significant relationship between 
formalization and market orientation. In the same sense, Pelham and Wilson (1996) maintain that in 
small firms it is possible to improve the introduction of consumer-satisfaction oriented activities via 
systems of greater formalization. The empirical results produce mixed results, as even when the 
increases in this variable have a significant influence on market-oriented behaviour, the level of the 
previous year is not significantly associated with this. Based on this work, Rivera and Molero (2000) also 
uphold that the quantity of activities aimed at the market that are formalized is positively related to the 
market orientation level. This extreme is borne out empirically, clearly showing that it is a question of a 
mechanism that firms can use with the aim of reducing the labour uncertainty associated with 
introducing an innovating behavior as a market-oriented strategy.

8 The empirical results establish a significant effect of the work codification index and specificity on market information use but not for the 
observing of rules index. 
9 The processes of conceptual use refer to the indirect use of information in strategy-related actions (Moorman, 1995).
10The processes of instrumental use refer to the degree to which an organization directly applies marketing information to influence actions 
concerning marketing strategy. It includes three subprocesses: the use of information in decision-making, in the introduction and in the 
assessment of decisions (Moorman, 1995).



The International Journal of Management Science and Information Technology (IJMSIT)
Issue11 - (Jan-Mar 2014) (1 - 47)

9

ISSN 1923-0265 (Print) - ISSN 1923-0273 (Online) - ISSN 1923-0281 (CD-ROM), Copyright NAISIT Publishers 2014

The conclusions of the PhD of Álvarez (2000) suggest that this variable is made up of two aspects: on the 
one hand, the formalization of posts or tasks; on the other hand, the formalization of procedures. The 
results obtained in a sample made up of private foundations do not allow the conclusion of any 
significant effect of the first type of formalization on Market Orientation in its operative dimension. The 
second type appears to positively but weakly influence the degree of market orientation. 

Centralization

This variable reflects the hierarchical nature of organizations (John and Martin, 1984) and refers to the 
way in which power is distributed (Hage and Aiken, 1970; Hall, 1977; Mintzberg, 1998). According to 
Pugh et al. (1963), centralization is related to the localizing of authority for decision-making.  Regarding 
this, it is necessary to point out that authority appears in the literature in two conceptions. One is a 
formal or institutional authority exerted by the person who has the property. Another is a real or 
personal authority which lies in knowledge and experience. According to this approach, two aspects of 
centralization can be identified. On the one hand, the formal authority can be more or less delegated. 
On the other hand, the real authority can be taken on by experts, the number and authority of these 
experts being another dimension of this variable. 

For Aiken and Hage (1966, p. 497), centralization is conceptualized as “the degree to which members 
take part in decision-making”. From this definition it is clearly shown that though a high level of 
centralization is the most evident form of coordinating the decision-making process, it requires the 
managers with authority having information (Fredrickson, 1986). In this sense, it is necessary to take 
into account that an individual may not have the information necessary to be able to adopt decisions in 
a complex organization (Minzberg, 1998).

It is necessary to consider two important aspects. On the one hand, organizations differ in the extent to 
which they assign tasks to their members and provide them with the freedom necessary to implement 
them without the interference of any superior. On the other hand, they also vary in the degree to which 
the staff takes part in the setting up of the organization's aims and policies. In this way, centralization 
can be understood as the delegating of authority in decision-making throughout the organization and 
the magnitude of the participation of the organization's members in the decision-making (Aiken and 
Hage, 1968). It is clearly shown that organizations differ in the degree of “authority hierarchy” and of 
“taking part in decision-making”, respectively.  The hierarchy index reflects the degree of dependence of 
supervisors in decision-making about individually-assigned tasks. On the other hand, the rate of taking 
part in decision-making represents the relative degree of participation in decisions that affect the 
organization as a whole, such as adopting new programmes and policies and contracting and promoting 
staff, in such a way that both measures of centralization are inversely related (Aiken and Hage, 1966). 

Centralization is one of the variables that most affect information use (Deshpandé and Zaltman, 1982). 
In this sense, much research suggests that a decentralized structure fosters knowledge use. 
Nevertheless, the contributions of some authors note the contrary. 
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On the one hand, the literature upholds that more decentralized organizations allow their lower 
managers to take part in information generation and thus favour their commitment to its use. With this 
approach, centralization seems to inhibit the generation, dissemination (Avlonitis and Gounaris, 1999) 
and the use of information (Deshpandé, 1982; Deshpandé and Zaltman, 1982; John and Martin, 1984). 
In the same line, it has been suggested that centralized firms tend to reduce their market response. The 
reasoning could stem from the fact that an organization's members are exposed to stimuli (for example, 
opportunities) that have strategic implications for the firm. Nevertheless, in a centralized organization it 
is likely for these implications to not be recognized due to the concentration of authority. Centralization 
does appear to favour the seeking of opportunities by proactive upper managers (Fredrickson, 1986), as 
well as the creative discretion of the employees in the carrying out of  daily tasks related to providing 
services (Kelley et al., 1996).

On the other hand, the work of Corwin and Louis (1982) maintains that the limited use of a research 
programme can be to a great extent due to specific characteristics of the organization, such as 
decentralization. According to their approach, decentralization in the decision-making process can lead 
to an isolation that causes findings to be inaccessible to other departments which could benefit from the 
use of this information. As the authors themselves point out, it is clearly shown that, paradoxically, “the 
conditions that foster new ideas do not necessarily guarantee their being used” (Corwin and Louis, 1982, 
p. 236).

A positive relation between decentralization and market orientation has been suggested. 
“Decentralization, especially in small firms, must, via the functions and levels, provide a greater 
involvement in activities designed to improve customer satisfaction. The decentralization of decision-
making in small businesses must increase market-oriented behaviours, such as lower levels at which 
managers learn to appreciate the value of market information and spread this information” (Pelham and 
Wilson, 1986, p. 30). The research of Jaworski and Kohli (1993) assumes that a greater centralization is 
associated with a lesser generation of market intelligence, its dissemination and the design of the 
market response, but at the same time supposes a positive relation to the introduction of this response. 
It has been empirically confirmed that centralization is a barrier to market orientation11, suggesting that 
it can be positive for employees in the organization's lower levels to adopt decisions, instead of these 
being concentrated in the higher echelons. Álvarez (2000) reaches similar conclusions in the non-profit 
area, by noting a negative effect of centralization on market orientation.

The findings of Pleshko (1993) suggest that there is not a significant relationship between this variable 
and market orientation. According to the author, centralization may positively affect some aspects of 
the construct, such as the introduction of the response, while it negatively affects others, for example, 
intelligence generation. The joint effect can be a null influence. He also suggests that this structural 
precedent may not be as important as others. Nor does one of the pioneering works in Spain (Varela et 
al. 1996b) find a significant relation between centralization and market orientation - understood to be a 

11 Nevertheless, the conclusions reached in the two samples considered in the study are different, as the first of them bears out the inverse 
relationship between centralization and information dissemination and response, and the second between the aforementioned variable and 
information generation. 
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cultural dimension- though it does confirm a negative relationship between this structural precedent 
and market-oriented behaviour.

Complexity12

From a broader point of view, a complex organization is that which is made up of many parts that are 
normally interconnected (Fredrickson, 1986), and that require coordination and control (Hall, 1996). 
According to this definition, a complex organization has many differentiated units, each with its own 
relevant environment, that functionally contribute to the organization as a whole (Van de Ven and Ferry, 
1980). In this line, an indicator is the number of specific work areas (Evers et al., 1976). Nevertheless, 
the different approaches to this structural characteristic appear to suggest that it has different 
components. Indeed, the organization's occupational types and the training required have been 
stressed, although this approach means a limited vision, centred on specialization (Hall et al., 1967). 
Specialization refers to the work division within the organization. Two aspects can be distinguished: the 
number of specializations, which means counting the functions that are carried out by the specialists; 
and the degree of the role specialization, which indicates the differentiation of activities within each 
function, that is, the specific and the limited aspects of the tasks that are assigned to a role (Pugh et al., 
1963). 

In a broader sense, the vertical and horizontal control extensions (the concept of “configuration” of 
Pugh et al., 1963) have been considered as components of this variable. Hall et al. (1967, p. 906) 
understand complexity as “the degree of internal division – the number of the organization's separate 
parts reflected in the work division , the organization's number of hierarchical levels and spatial 
dispersion”. In this latter line, the literature notes three potential sources of complexity: vertical or 
hierarchical differentiation, horizontal differentiation and spatial dispersion (Hall, 1996). 

 Horizontal differentiation is related to the way in which the tasks developed by the organization are 
subdivided. In this sense, it is possible to divide the tasks in such a way that a wide range of activities 
can be performed by very qualified specialists or else these tasks can be divided so that they can be 
carried out by non-specialists. Complexity means highly professionalized structures and a more 
diverse occupational structure, so that two fundamental aspects can be defined: the degree to 
which there is a high number of different types of occupational activities in the organization; and, on 
the other hand, the degree to which these occupations are in the hands of professionals (Aiken and 
Hage, 1968; Hage and Aiken, 1970).

 Vertical differentiation refers to the depth of the hierarchy, so that the more levels there are 
between the upper management and the operators, the more complex the organization is.

12The differences between the concepts of complexity and specialization are not clear in the literature (Evers et al., 1976). Moreover, we consider 
the term complexity as a synonym of the differentiation of Blau (1974), despite opinions such as those of Dewar and Hage (1978), who uphold 
that they are not the same concept. They understand complexity to be the number of specialities and differentiation the number of levels and 
departments. The discussion about the specific scope of the term is beyond the aims of our research. 
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 Lastly, spatial dispersion is no more than a modality of either of these two types: the activities of the 
staff are dispersed in space.

Lawrence and Lorsch (1986) refer to this structural variable with the term “differentiation”. When 
organizations increase their size, they are differentiated into parts, each of which carries out particular 
attributes in relation to the requirements of its relevant environment. Such a differentiation is a 
characteristic of all complex systems. To guarantee the correct functioning of the system as a whole, it is 
necessary for the different subsystems to be integrated. By differentiation they mean “differences in 
attitude and behaviour, not only the simple fact of segmentation and specialized knowledge” (Lawrence 
and Lorsch, 1986, p. 9). According to this definition, differentiation includes the attitudes and 
behaviours of the members of the different departments. In so far as each department carries out its 
own functional specialization, time horizon, aims and reference scheme, the need to overcome the 
differences that exists between them arises. It has been suggested that this problem is one of reducing 
ambiguity (Daft and Lengel, 1986). Indeed, the difference as far as experience, knowledge, goals, values 
and priorities are concerned determines that the interdepartmental connections can turn out to be 
complex, ambiguous and difficult to interpret. From this point of view, when the differentiation is high, 
ambiguity is also high, so that structural devices are needed to allow the members of the different 
departments to settle their differences (Daft and Lengel, 1986). 

According to what has been said, specialization has as many advantages as inconveniences. On the one 
hand, it reduces a complex task to others that are simpler and more standardized fosters efficiency and 
scale economies. Moreover, via the assigning of difficult tasks to experts the quality and the success of 
them is favoured (Blau, 1974). However, specialization requires a greater interdependence between 
units, given that each of the parts collaborates in the achievement of the task as a whole. The internal 
homogeneity of the unit is also fostered, though the difference with respect to others increases, so that 
the values, orientations and subgoals between units can differ appreciably (Van de Ven and Ferry, 1980). 
In general, a high level of complexity is related to a greater difficulty in coordination, control (Lawrence 
and Lorsch, 1967; Fredrickson, 1986) and communication (Blau and Schoenherr, 1971; Hall, 1977). 
Hence, specialization is associated with standardized routines, a greater documentation and support 
hierarchy (Pugh et al., 1968; Child, 1972a).

In the market orientation area, reducing the number of hierarchical levels is considered to be a way of 
reinforcing this orientation. This reasoning lies in the fact that by reducing the number of hierarchical 
levels within the organization, the upper management can be obliged to contact customers more often 
and in a closer way, thus increasing their knowledge about customer preferences and the offers of 
competitors. On the other hand, the response time will be less, due to the reduction in the number of 
people involved in the decision processes (Becker and Homburg, 1999).

Starting out from the basis that the complexity of the environment requires a specialization of tasks and 
functions, Rivera and Molero (2000) check the positive influence between an organization's level of 
specialization  and its market orientation.
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The pioneering work of Kohli and Jaworski (1990) is focused on departmentalization and establishes a 
negative relationship between this variable and the generation of intelligence, its dissemination and the 
response design and a positive one with the introduction of the response. Nevertheless, the research 
does not empirically uphold this hypothesis. This circumstance led Jaworski and Kohli (1993) to note that 
the form in which the organization's departments interact is more decisive than the number of 
departments. Supported by this work, Balabanis et al. (1997) suggest that, in the context of non-profit 
organizations, a greater number of departments is associated with a lesser market orientation. 
According to the results obtained, this variable inhibits the circulation of information (market 
intelligence dissemination) and the response to market changes. On the other hand, the results of the 
work of Pleshko (1993) do not find a significant relationship between complexity and market 
orientation.

Integration

The fourth dimension of the structure considered in this research is integration. Integration is 
understood to be “the process of attaining unity of effort between various subsystems in the 
achievement of the organization's task13 ” (Lawrence and Lorsch, 1967, p. 4). The structural design of a 
great part of current businesses responds to a division of the work in accordance with the different 
functional specialities (marketing, production, finances, R+D, etc.). Nevertheless, in spite of the 
efficiency that this structure generates within each area, there are occasions when coordination and 
interaction between departments is required (Olson et al., 1995). Concerning integration, it is 
interesting to know two fundamental aspects: that units must work together and how rigid the 
requirements of interdependence between them are (Lawrence and Lorsch, 1969).

Integration is not achieved automatically. It  is attained via the use of a series of linking devices, some 
basic  and others supplementary (Lawrence and Lorsch, 1969): direct contact between directors, linking 
roles, work groups, teams, integrating roles, directive interconnection roles and organization material. 
This forms a continuum of devices from a lesser to a greater complexity (Lawrence and Lorsch, 1967; 
Galbraith, 1973; Mintzberg, 1998). In recent years the literature has suggested two mechanisms more: 
the so-called design teams and the design centres that are the result of a particular interest in improving 
the speed and effectiveness of the processes of developing new products (Olson et al., 1995). The more 
complex that the integration mechanisms used are, the greater their capacity of information processing 
is, in the sense of guaranteeing the effective coordination between departments (Gupta and 
Govindarajan, 1991), although the costs associated with their introduction are also higher (Galbraith, 
1973).  

With respect to the rest of the structural variables, it is noted that a greater complexity in a situation of 
environmental uncertainty favours the use of the aforementioned devices (Lawrence and Lorsch, 1967; 
Galbraith, 1973). There is a strong inverse relationship between differentiation and integration, insofar 

13 Task is understood to be “a complete input-transformation-output cycle that involves at least the design, production and distribution of goods 
and services” (Lawrence and Lorsch, 1967, p. 4). 
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as when units are differentiated  it is more complicated to attain integration than when the individuals 
of these units think and act similarly (Lawrence and Lorsch, 1969). In this sense, in organizations with 
little differentiation, the basic organizational mechanisms to achieve integration are sufficient - the very 
managerial hierarchy is enough. When there is a great differentiation and need of integration, it is 
necessary to develop supplementary methods such as individual coordinators or departments whose 
function is to attain integration between groups. Mintzberg (1998) points out that these instruments 
tend to be used when the work is specialized in its horizontal dimension, is complex and very 
interindependent.

Olson et al. (1995) design a continuum of coordination mechanisms as well as the different structural 
characteristics and processes associated with them. In the extreme corresponding to the most complex 
coordination mechanisms, “increased autonomy, less centralization of authority and few rules and 
regulations lead to a more participatory decision-making and to processes of more consensual conflict-
solving. Control and reward mechanisms also tend to be more decentralized and more focused on the 
consequences of a specific project. As a result, it is more likely for the members of relatively-organic 
structures to share information across the functional limits on a frequent and informal basis and to take 
on interdependent tasks more simultaneously than sequentially. In other words, individuals within such 
structures are more likely to adopt a customer or project focus than a functional orientation” (Olson et 
al. 1995, p. 51). With a similar approach, Narver et al. (2000) uphold that market orientation requires an 
organic organizational climate.

Among the mistakes of American companies introducing market orientation, Felton (1959) notes the 
lack of integration and coordination between the executives. The integration of the  marketing 
department itself and this with the rest of the functions has been considered a basic prerequisite for 
introducing the concept of marketing (McNamara, 1972). Given that acting with a market-oriented 
philosophy requires overcoming the fragmentation of the different functional areas for all of them to 
respond to the market demands, the use of linking devices that permit a close coordination between 
departments can be fundamental. Specifically, teams made up of  members of multiple departments 
have been considered as an integration mechanism that allows the reducting of the conflict between 
different functions, as it favours the managers focusing themselves on the organization's global aims 
ahead of the purely functional ones (Maltz and Kohli, 2000). 

From an empirical point of view, the work of Pleshko (1993) finds a positive relationship between this 
variable and the construct under study. They suggest that when the organization is structurally 
integrated, it is easier to introduce market orientation throughout the firm. The study of cases carried 
out by Harris (2000) reaches similar conclusions.

As an alternative to its consideration as a precedent, the work of Atuahene-Gima (1996) considers this 
variable as a consequence of orientation. Referring to the process of developing new products, the 
author upholds that interfunctional teams are effective when they share common goals, and a way of 
attaining an effective functional integration is via market orientation.
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Once each of the main structural variables has been independently studied and taking into account that 
these factors make up an integrated system (Mintzberg, 1998), we consider it relevant to comment on 
the effect of them in an aggregated manner as a conclusion. It has been suggested  that organizations 
with high levels of formalization and centralization and low specialization would be more efficient, 
although it is possible for them to turn out to be less innovative and adaptable (Walker and Ruekert, 
1987). On the other hand, the literature on subjects of organizational behaviour notes that the 
organizations that are more decentralized and less formalized probably have a greater information use 
(Zaltman et al., 1973; Deshpandé, 1982; Deshpandé and Zaltman, 1982).It is thus pointed out that in a 
more structured organization (in terms of formalization and centralization)  information use is reduced 
(Menon and Varadarajan, 1992), while the flexibility to adapt itself to changes in the environment is less 
(Ruekert et al., 1985). The results attained by Avlonitis and Gounaris (1999) in a sample made up of 444 
Greek firms clearly show that companies that count on an informal organizational scheme maintain a 
decentralized structure and show a greater risk tolerance. They also have a positive attitude toward 
market orientation and present a market-oriented behaviour.

2.2. Conceptual model: Relations between the variables and research hypotheses

As has been clearly shown in the theoretical foundations, the possible relationship between 
formalization and information processing does not appear to be clear in the literature. According to 
Hage and Aiken (1970), Zaltman et al. (1973), Deshpandé and Zaltman (1982), John and Martin (1984) 
and Menon and Varadarajan (1992) formalization reduces information use.  Different works support the 
idea that formalization has a negative impact on the capacity to adapt to the environment's changing 
conditions (Ruekert et al., 1985; Jaworski and Kohli, 1993; Kelley et al., 1996), while it discourages the 
use of opportunities (Fredrickson, 1986). Adopting the point of view of Jaworski and Kohli (1993), 
market orientation involves doing new things and can be interpreted as an innovative culture. From this 
perspective, formalization does not appear to be coherent with market orientation (Jaworski and Kohli, 
1993; Harris, 1996, 2000; Hartline et al., 2000). Following Aiken and Hage (1966) two aspects of each 
structural variable are considered: the degree of work standardization (work codification index) and the 
quantity of deviation allowed (the observation of the rules index). All this leads us to set out the 
following research hypotheses:

H1: Formalization (work codification index) is negatively related to the organization's market orientation.

H2: Formalization (observation of the rules index) is negatively related to the organization's market 
orientation.
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Regarding centralization, and in accordance with different works (Hage and Aiken, 1970; Zaltman et al. 
1973; Deshpandé and Zaltman, 1982; John and Martin, 1984; Menon and Varadarajan, 1992), this 
dimension seems to inhibit market information use. Hence, one might expect that the more 
decentralized organizations would be the ones to allow, to a greater extent, the generation of market 
information, its dissemination and the design of responses to the customers' changing needs (Jaworski 
and Kohli, 1993). In this line, various works uphold that decentralized structures favour market 
orientation (Jaworski and Kohli, 1993; Pelham and Wilson, 1996; Harris, 2000). Accordingly, we propose 
the following hypothesis:

H3: Centralization is negatively related to the organization's market orientation.

On the other hand, and according to what has been set out in the theoretical precedents, complexity 
involves a greater difficulty of coordination (Lawrence and Lorsch, 1986; Fredrickson, 1986) as well as of 
communication  (Blau and Schoenherr, 1971; Hall, 1977).Though Kohli and Jaworski (1990) focus on 
departmentalization and suggest a negative relationship between this and  the generation, 
dissemination and response design, studies such as that of Pleshko (1993), refer to complexity in the 
broader sense. In this latter research, the results do not appear to support the existence of a positive 
relationship between both variables. According to these precedents, we formulate the following 
hypothesis:

H4: Complexity is negatively related to the organization's market orientation.

McNamara, in 1972, suggested that integration is a fundamental element of the aim to introduce the 
marketing concept into the organization. Though the empirical research about the relation between this 
variable and market orientation is quite limited, according to the scientific literature the use of complex 
integration mechanisms allows the improvement of the information processing capacity (Gupta and 
Govindarajan, 1991). Supported by these theoretical foundations and the works of Pleshko (1993) and 
Harris (2000), we put forward the hypothesis:

H5: Integration is positively related to the organization's market orientation.

To sum up, the theoretical review carried out leads us to set out a conceptual model of relationships 
between variables in which it is proposed that the degree of a firm's market orientation is determined 
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by a series of antecedents relative to the organization's structure, such as formalization, centralization, 
complexity and integration. 

3. METODOLOGY 

To check the hypotheses put forward, we carried out a mailed questionnaire of a sample of the 
population. This was made up of industrial firms of more than twenty workers and located in Andalusia, 
southern Spain. The respondents were either the director of the marketing department or the general 
manager. The data collection finished with 107 duly filled out questionnaires.  Regarding the statistical 
techniques, we used the structural equations model with the statistical packet AMOS.  

With respect to the measurement instruments used, we designed a questionnaire based on 5-point 
Likert scales and made up of indicators taken from the theoretical review carried out. The items 
included in it are presented in Table 1.

To measure market orientation (MO) we used a scale proposed by Kohli et al. (1993). This choice is 
justified by the concept adopted of market orientation. Market orientation is considered from a 
behavioural perspective, regarding it as a process of information management. This scale has been 
widely used in, amongst others, the research of Pitt et al. (1996); Selnes et al. (1996); Balabanis et al. 
(1997); Barrett and Weinstein (1998); Siguaw et al. (1998); Avlonitis and Gounaris (1999); Baker and 
Sinkula (1999a, 1999b); Caruana et al. (1999); Vorhies et al. (1999); Verhees and van der Lans (2001); 
Rose and Shoham (2002); Llonch et al. (2003) and Verhees and Meulenberg (2004). In the present 
research we use the reduced version of 20 items. The scale is made up of three dimensions: intelligence 
generation, its dissemination and the response. Intelligence generation refers to the obtaining, analysis 
and interpreting of the forces that influence the customers' needs and preferences. The second 
dimension is the process of interchanging information within the organization. The last dimension refers 
to the response action by all the organization to the intelligence generated and disseminated. 

With respect to the scales to measure formalization and centralization, it must be pointed out that in 
the review of the literature carried out these concepts have been studied via two methods. The first 
focused on “institutional” measures that analyze aspects such as the worker/supervisor rate, the 
distribution of employees throughout the different departments and other indicators of the graph of the 
organization (Pugh et al., 1968).The works of Pugh et al. (1968), Blau and Schoenherr (1971), Hinings and 
Lee (1971) and Child (1972a), amongst others, follow this approach. On the other hand, it is possible to 
use questionnaires in which the interviewees are requested to express their degree of agreement or 
disagreement with a series of sentences referring to the flexibility, the level of decentralization, etc. 
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(Aiken and Hage, 1968). Both methods produce different results. According to the work of Pennings 
(1973, cited by Deshpandé, 1982), while the measures of formalization and centralization through 
questionnaires present a positive association, the institutional measures produce negative correlations 
between the dimensions. From a replica of this work, Sathe (1978) concludes that the institutional 
measure reflects the structure designed, while the questionnaire method tends to reflect the structure 
perceived by the manager - the “emerging” structure in the firm's day-to-day  business (Sathe, 1978). 
This last method is that which seems to be the most appropriate for the present research.  

The scales that are more widely accepted by researchers are , on the one hand, those developed by 
Pugh et al. (1968) and Inkson et al. (1970) and, on the other hand, those of Aiken and Hage (1966, 1968). 

By formalization we mean the degree of standardization of the work and the amount of deviation 
allowed. Following Aiken and Hage (1966), this construct was measured via two scales: the work 
codification index, made up of 5 items and the observation of the rules index, formed by 2 items. As in 
some of the scales previously commented on, a high score in the work codification index must be 
interpreted as a reduced level of formalization. Centralization, on the other hand, refers to the degree 
to which members of the organization take part in decision-making. Although the previously-cited 
authors consider two aspects of this variable, the authority hierarchy index and the participation in 
decision-making index, in our research, and following Jaworski and Kohli (1993), we only consider the 5 
items of the first indicator. As with the rest of the measurement instruments used in the questionnaire, 
we acknowledge a variation of 1 (strongly disagree) to 5 (strongly agree) in the degree of 
agreement/disagreement with each of the items, though the original work used a 4-point scale.

As far as the construct complexity   is concerned, and despite the interest of this variable and its 
importance when studying it in depth, the limitations in the extension of the questionnaire lead us to 
focus only on the horizontal differentiation. Hence, the interviewee was requested to count the number 
of departments or units of the organization. This is, among others, an indicator normally used in the 
academic literature (Hall et al., 1967; Pugh et al., 1968; Evers et al., 1976; Dewar and Hage, 1978; 
Jaworski and Kohli, 1993; Balabanis et al., 1997). 

To finish, the scale for the variable integration is limited to the study of the coordination devices used by 
the firm, distinguishing between interdepartmental committees, work groups and linking staff (Miller et 
al., 1988). 

All the scales underwent their corresponding confirmatory analyses of validity and reliability. To do so, 
we assessed the reliability of each scale via Cronbach's alpha coefficient, as well as the reliability of the 
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indicators and the latent variables via the confirmatory factor analysis (CFA). In this sense, it is necessary 
to point out that given the nature of the data employed, polychoric correlations were used as input 
matrices (Barroso, 2000; Hair et al., 2000; Martín, 2001). Likewise, robust estimators have been used. 
This allows the use of the method of maximum likelihood (ML) to estimate the parameters (Satorra, 
2002).

Market orientation scale

The original scale (Kohli et al., 1993) is made up of three dimensions: intelligence generation, its 
dissemination and the response, composed of six, five and nine indicators respectively. 

The reliability analysis clearly shows the need to suppress the indicators MO7 and MO8 relative to the 
subscale of dissemination and the indicators MO12, MO15 and MO19 of the subscale of response 
action. The Cronbach alpha coefficients are 0.7782, 0.7931 and 0.8787 for each of the initially-foreseen 
dimensions. Later, an exploratory factor analysis revealed that there are three factors that explain 61.1 
per cent of the variance. The indicators MO5, MO6, MO13, MO14, MO16, MO17, MO18 and MO20 are 
loaded in the first factor. In the second are MO1, MO2, MO3, and MO4. In the last are MO9, MO10 and 
MO11. The extraction method has been the analysis of the main components with varimax rotation. The 
factors mentioned are rather similar to those proposed in the theoretical method. The first refers to the 
response, the second to the information generation and the last to its dissemination. In this sense, the 
interviewees have understood the analysis of the environment as a response action facing its changes.

Via the confirmatory factor analysis (CFA) we analyze the convergent validity, the construct's reliability 
and the discriminant validity of the refined scale. The results appear in Table 4

Although the critical ratios are over 1.96 ( level = 0.05) and guarantee the convergent validity of the 
dimensions, various indicators present a low internal consistency. We have opted for eliminating MO2 
(“we carry out market research”) and MO4 (“at least once a year we ask the end customers to assess the 
quality of our products and services”). As far as the rest of the indicators are concerned, we have 
decided to maintain them given that the final reliability is not excessively small.

The values of the correlations between the dimensions are not too high, so it is possible to note that 
they refer to different factors. Nevertheless, the extracted variance of each dimension has been 
calculated in order to check the discriminant validity. 
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The correlations between the different dimensions are not over 0.8. Furthermore, insofar as none of the 
squared correlations is over the variance extracted of the different constructs we can conclude that 
there is discriminant validity. Despite the extracted variance of the intelligence generated not attaining 
the proposed acceptation limit of 0.5, we have opted for maintaining the dimension. The rest of the 
values are over the limits established.

The scale's goodness of fit measurements are in Table 8. The fit indices are not as good as we would like. 
As far as the absolute measures are concerned, the Goodness of Fit Index (GFI) is considered acceptable 
from 0.9 and in this case, although it isnear, it does not reach that. On the other hand, the Root Mean 
Square Error of Approximation (RMSEA) is above the recommended threshold of 0.08. The adjusted 
Goodness of Fit Index (AGFI) does not reach 0.9 and the same is the case of the Normal Fit Index (NFI). 
However, it is necessary to take into account that the sample size is not large and as a consequence the 
indicators may be affected, specifically the chi-square, the Goodness of Fit Index (GFI) and the Adjusted 
Goodness of Fit Index (AGFI). That is why it is advisable to estimate relative goodness measurements. 
The RGFI and RAGFI indicators take into consideration both the sample size and the number of 
indicators. For guidance, the models that are over 0.9 and 0.8 respectively are considered appropriate.

Formalization scale

Following the proposal of Aiken and Hage (1966), this construct was measured via two scales: the work 
codification index, made up of 5 items, and the observation of the rules index, formed by 2 items. In this 
section we have only studied the first of the scales. Due to the reduced number of indicators of the scale 
concerning the observation of rules index, we leave the analysis of its validity and reliability for when 
the organization's structure measurement model is considered. The study of the internal consistency of 
the indicators produces a Cronbach alpha of 0.7138. However, the low consistency of the CT1 and CT2 
indicators determined their removal. After the refining the coefficient attained 0.8593. Via an 
exploratory factor analysis it was clearly shown that there is a unique factor that explains 78.17 per cent 
of the variance. The next step was to work out the scale's convergent and discriminant validity. To do so 
the weights of each indicator were analyzed.

According to the results obtained, all the coefficients are significant with high standardized loads. 
Likewise, the individual reliability of each indicator is over 0.5 which implies that they explain a high 
percentage of the variance of the latent variable. As far as the construct is concerned, its reliability and 
extracted variance have been calculated and in accordance with the values obtained it can be stated 
that there is convergent validity. In sofar as it is an identified model (degrees of freedom equal to zero), 
one could think that the fit is perfect, with the solution not being generalizable. Given that it is not 
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suitable to make statements about the fit indices, we wait for the assessment of the measurement 
model prior to the structural evaluation to continue with the refining of the scale.

Centralization scale

The scale's reliability analysis (Jaworski and Kohli, 1993) via Cronbach's alpha determined the need to 
remove the CE2 and CE1 indicators due to their low internal consistency. After the process of 
refinement, the aforementioned coefficient attained 0.9028.Via an exploratory factor analysis it was 
confirmed that there is a unique factor with an explained variance of 83.74 per cent. The different 
standardized regression loads and the critical ratios of each of the indicators are shown in Table 10. The 
results obtained in the confirmatory factor analysis show the convergent validity of the indicators as 
well as their reliability. The final scale has three indicators and as with the previous scale it was 
evaluated later.

Integration scale

The scale adopted in the work has three indicators (Miller et al., 1988). Cronbach's alpha coefficient 
clearly shows that there is internal consistency between the indicators, 0.748 being attained. Via an 
exploratory factor analysis it was confirmed that there was a unique factor that explains 66.82 percent 
of the variance. As can be observed in Table 11 the results obtained show that all the weights are 
significant at the level  = 0.05. However, the individual reliability of the two indicators is somewhat 
small, though very close to 0.4. It is considered that the scale is acceptable. 

Before assessing the structural model we analyze the measurement model. The t values associated with 
each of the weightings exceed the critical values for the signification level of 0.05 (critical value 1.96) 
and the level of 0.01 (critical value 2.576). In accordance with these results, all the variables are 
significantly related to their respective constructs. As with the analysis of the individual scales, the 
reliability of two indicators of the construct relative to integration is low. Considering all the scales that 
refer to the organizational structure as a whole, the CT3 indicator of the work codification index has 
slightly reduced its reliability. Despite this, we study the internal consistency of the indicators of each 
construct via the composite reliability and the extracted variance. 

All the constructs with multiple indicators surpass the commonly-accepted threshold of 0.7 and are 
therefore reliable measurements. As far as the extracted variance is concerned, the greatest value is for 
centralization (0.757) and the least for integration (0.499), which practically attains the minimum 
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acceptation value. For the set of constructs analyzed the indicators are sufficient in terms of how the 
measurement model is specified.

The correlations between the constructs are very small and the extracted variances surpass the squared 
correlations in all cases, so that we can state that they are different constructs.

The fit indicators of the measurement model appear in Table 16.

The level of signification does not reach the minimum accepted level (0.05). The noncentrality 
parameter (NCP) and the Goodness of Fit Index (GFI) do seem to indicate a better adjustment. Also the 
Root Mean Square Error of Approximation (RMSEA) has an acceptable value (between 0.05 and 0.08 is 
considered appropriate).Regarding the second class of measurements, the Adjusted Goodness of Fit 
Index (AGFI) as well as the Normed Fit Index (NFI) are slightly below the recommended levels (0.90). In 
general, the model as a whole is acceptable.

Once the estimation of the measurement model has been carried out, we must proceed to the analysis 
of the structural model. To do so, we will use the strategy of the development of the model. 

Now we examine the estimated coefficients. For a signification level of 0.05 the critical value is 1.96. The 
table shows that the coefficients concerning the work codification index and complexity are not 
statistically significant.

The analysis of the matrix of the model's normalized remainders clearly shows that there are three 
significant remainders (that exceed 2.58 in absolute value) not surpassing the threshold of 5 per cent 
(specifically 2.5 per cent). Eliminating the two non-significant relationships, the results attained show 
good global fit measurements of the model both for the Adjusted Goodness of Fit (AGFI) and the Root 
Mean Square of Approximation (RMSEA) (Table 18).

4.  DISCUSSION OF RESULTS AND CONCLUSIONS

Formalization has been estimated via two scales. The first is the work codification index. The results 
obtained do not allow hypothesis H1 to be confirmed. As Jaworski and Kohli (1993) point out, it is 
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possible that the content of the rules is more decisive than there being rules. On the other hand, there 
does seem to be a significant relationship between the second of the indices used to measure 
formalization (observation of the rules index) and the construct that is under study (H2). Nevertheless, 
the sign is positive and therefore opposite to what the hypothesis set out. This circumstance is not too 
surprising as the works of Pleshko (1993) and Rivera and Molero (2000) equally support the positive 
association between both variables. Hence, more than the mere existence of rules, it seems that the 
surveillance of the compliance of them is what favours market orientation. Formalization is thus 
established as an instrument of the firm that allows the reduction of labor uncertainty associated with 
adopting innovative behavior, such as a market-oriented strategy (Rivera and Molero, 2000).

As far as centralization is concerned, it is checked that the relationship between this precedent and 
market orientation is negative and significant, confirming hypothesis H3. These results bear out the 
theoretical approaches of Jaworski and Kohli (1993), Pleshko (1993), Pelham and Wilson (1996), Varela 
et al. (1996b) and Álvarez (2000).

The relationship put forward between complexity and the degree of market orientation has been 
rejected (H4).In this sense, we believe that the results may be conditioned by focusing on a unique 
aspect of this variable - that relative to departmentalization. As Jaworski and Kohli (1993) suggest, a 
more important factor than the number of departments can be the relationship between them. Despite 
the difficulty, it is necessary to continue investigating this precedent as the results of previous research 
are not conclusive.

Finally, we highlight the confirmation of hypothesis H5. This hypothesis proposes a positive association 
between the degree to which the integration mechanisms are used and the construct that is under 
study. That is to say, as the organization makes an effort to use coordination devices with the aim of 
guaranteeing the compatibility between the decisions of different functional areas, the organization's 
market orientation increases. It has been proved that the effect of this precedent on the three 
dimensions of the market orientation construct is positive and significant. Moreover, until now, this is 
the factor that most strongly influences the variable analyzed. Despite the few studies that consider this 
variable, the results reached by Pleshko (1993) and Harris (2000) are confirmed.

Could the contrary approach be possible? That is to say, could a market-oriented organization condition 
a specific organizational structure? Much attention has been paid to strategy and structure by the 
scientific literature. The meaning of a causal relation between both variables and the possibility of a 
circular model has been discussed. According to the thesis of Chandler (1962), firms take advantage of 
economies of scale and of scope to broaden their geographical market and integrate themselves 
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vertically and horizontally. These strategic changes are accompanied by organizational changes. 
Different works support the hypothesis that suggests that “structure follows strategy” (among others, 
Channon, 1973 and Rumelt, 1974, cited by Miller, 1988). Within this conception, more than a precedent, 
organizational design could be considered as a consequence of a market-oriented strategy. It has been 
decided to check this approach. The results are surprising. 

As can be observed, except the relationship concerning the observation of the rules index, the rest are 
significant. According to these results, market orientation leads to a structure that is less formalized 
(measured via the work codification index), decentralized, more complex and integrated. These results 
appear coherent. Market orientation fosters less trust in the rules and procedures. It thus favours a 
quick response to the customers' needs. On the other hand, the difficulty of introducing an innovative 
strategy, such as market orientation, seems to lead to a greater delegation of authority in decision-
making as well as the use of integration devices that allow the collaboration between the different 
functional areas. 

Concerning the influence of each of the components of the market orientation construct on the 
organizational structure, it has been proved that market intelligence generation is negatively related to 
the work codification (CR = 2.38414 and standardized regression weight of 0.250) inasmuch as it fosters 
organizational complexity measured via the number of departments (CR = 3.095 and standardized 
regression weight of 0.301). Dissemination of market intelligence is negatively associated with 
centralization (CR = -2.885 and standardized regression weight of –0.279).Finally, response fosters the 
development of a structure that is more integrated (CR = 3.288 and standardized regression weight of 
0.417) and decentralized (CR = -3.182 and standardized regression weight of -0.310). 

Of the hypotheses concerning organizational structure, the hypothesis check confirms H3 and H5. 
Indeed, in accordance with the results obtained, centralization is a barrier for market orientation (H3). 
Perhaps, as Pelham and Wilson (1986) suggest, decentralization could allow a greater involvement of 
the employees in activities aimed at increasing customer satisfaction while stimulating the managers to 
appreciate market information. 

Likewise, the findings concerning hypothesis H5 have been considered to be very important in checking a 
positive relationship between the degree to which integration mechanisms are used and the market 
orientation construct. Thus, despite the limited literature that considers this variable, it can be an 
interesting precedent which it will be necessary to go deeper into in future research.

14 We recall that a greater value of the work codification index must be interpreted as a lesser level of formalization.
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On the  other hand,  it has been proved that there is a significant relationship between formalization, 
measured via the observation of the rules index, and market orientation, though the sign is contrary to 
that initially foreseen (H2). As has been commented before, this result is not too surprising as the works 
of Pleshko (1993) and Rivera and Molero (2000) pointed in this direction. Surveillance of the compliance 
with the rules then favours the organization's market orientation.

To the extent to which the causal relation between strategy and organizational structure has been the 
object of a profound debate and the possibility of the latter being a consequence of the former having 
been put forward, it has been decided to check the possibility of market orientation conditioning an 
organization  with specific structural characteristics. The results obtained are interesting. With the 
exception of the relationship concerning formalization, using the observation of the rules index as an 
indicator, the rest are significant. In accordance with the results attained, market orientation fosters an 
organizational structure that is less formalized (measured via the work codification index) and 
centralized and more complex and integrated. 

The implications for management stem from the interest that managers may have in knowing the typical 
factors of the organizational structure that limit or reinforce the development of market orientation. In 
this sense, only an in-depth knowledge of these factors will allow the firm to modify them in practice 
and adapt its organizational structure to the requirements of market orientation. 

5.  LIMITATIONS AND FUTURE RESEARCH LINES

A series of limitations have been recognized in the present work. Firstly, the transversal nature of the 
research makes it difficult to establish causal relationships. This is due to the fact that to be able to infer 
causality, the requirement of a time priority is necessary, according to which the cause precedes its 
effects in time. That is why it is risky to state the existence of causal relationships in the strict sense. 
Nevertheless, the theoretical foundations developed are aimed at supporting the set of causal 
relationships proposed in this research's hypotheses.

On the other hand, and  also concerning the type of research carried out, it is necessary to point out that 
although the empirical work considers organizations included in seven groups of different activities, thus 
favouring the generalization of the results attained, the firms considered are in all cases in the industrial 
sector. Likewise, the whole of the sample is made up of organizations that are small and medium-sized. 
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As to the method and instruments used, first a comment about a series of aspects relative to the 
method used structural equations. With the aim of guaranteeing goodness of fit, a sample size of 
between 150 and 400 observations is suggested. Despite immense efforts, in terms of time and 
economic resources, there have only been 107 valid questionnaires in this work. The lack of goodness of 
some fits is perhaps due to this. As a consequence, the statistical signification of the relationships may 
be affected. Finally, we have measured the construct of market orientation as a reflective scale, 
although recent studies have affirmed that market orientation should be measured as a formative scale.

It is considered that limitations are inherent to any scientific work and the present research is no 
exception. However, these limitations are conceived to be opportunities for improvement as they are 
the starting point for future research projects.

The work carried out and the reflection about its limitations suggest a series of aspects that we would 
like to tackle in future research. Firstly, it would be interesting to widen the set of factors considered. 
Secondly, given the weakness of the scales used to measure some constructs, the aim could be to try 
and improve the measurement instruments, using other scales or even carrying out other alternatives in 
order to increase the explanatory and predictive power of the model proposed. Finally, in order to be 
able to establish comparisons, the research concerning organizational precedents could be replicated in 
other activity sectors, such as the services sector.

FIGURES

Figure 1. Conceptual model
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Figure 2. Structural model

TABLES

Table 1. Measurement scales

Scale: MO
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they will need in the future. 
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MO3 We quickly detect changes in the preferences of our customers.

MO4 At least once a year we ask the end customers to assess the quality of our products 
and services.

MO5 We quickly detect the fundamental changes in our industry (example: competition, 
technology, regulations).

MO6 We periodically analyze the probable effect that changes in our environment 
(example: regulations, competition) may have on our customers.

MO7 We have interdepartmental meetings at least once a quarter to discuss the market's 
trends and evolution.

MO8 The marketing staff spends time discussing the customers' future needs with other 
areas.

MO9 When something important happens to a major customer, the whole organization 
knows about it in a brief period of time.

MO10 Data about customer satisfaction are regularly disseminated across all the 
organization's levels.

MO11 When a department finds out something important about the competitors it quickly 
alerts the other departments.

MO12 We take little time to decide how to respond to the price changes of our 
competitors.

MO13 In this organization we take into account the changes in the needs of products or 
services of our customers.

MO14 We periodically review our efforts to develop products to guarantee that they are in 
line with what the customers need.

MO15 Some departments periodically meet to plan a response to the changes that take 
place in our environment.

MO16 If an important competitor launches an intensive campaign aimed at our customers, 
we respond immediately.

MO17 The activities of our different departments are well coordinated.

MO18 Customer complaints are taken into account in this organization.
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MO19 In the case of our having an important marketing plan, we would be able to carry it 
out at the right moment.

MO20 When we detect that our customers would like to modify a product or service, the 
departments involved concentrate their efforts on doing it.

Scale: Formalization

Work codification index

WC1 I think that I am my own boss in most matters.

WC2 People in this organization can make their own decisions without the control of any 
other person.

WC3 Everyone here is allowed to organize their work.

WC4  People in this organization are allowed to do their work almost as they wish.

WC5 The majority of people in this organization establish their own work rules.

Observation of rules index

OR1 The employees are being constantly controlled in order for them not to violate the 
rules.

OR2 The people in this organization feel as if they are under constant surveillance to see 
that they are obeying all the rules.

Scale: Centralization

CE1 In this organization it is necessary to have the prior approval of a supervisor to make 
a decision.

CE2 People who wish to make their own decisions would be quickly discouraged.

CE3 Even small matters have to be referred to a superior for a final response.

CE4 Those in charge of each department have to ask a superior before doing most 
things.

CE5 Any decision that is made has to have the approval of a superior.

Scale: Integration

To what degree are the following integration mechanisms used to ensure 
compatibility between the decisions of one area (for example, marketing) and those 
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of other areas (for example, production)?

IN1 Interdepartmental committees, put together to allow the departments to commit 
themselves in joint decision-making.

IN3 Work groups that are organisms put together temporarily to favour 
interdepartmental collaboration for a specific project.

IN3 Linking staff whose specific work is to coordinate the efforts of various departments 
for a specific project.

Scale: Complexity

COMPL1 Indicate the number of departments or functional areas below the Managing 
Director and Deputy Director (or Manager).

Table 2. Formalization and Centralization scales

Works based on the scales of

Pugh et al. (1968) and Inkson et al. 
(1970)

Works based on the scales of

Aiken (1967), Aiken and Hage (1966, 1968) and Hage and 
Aiken (1970)

Miller and Dröge (1986)

Miller and Toulouse (1986)

Miller (1987)

Miller (1988)

Miller et al. (1988)

Pleshko (1993)

Pelham and Wilson (1996)

Deshpandé (1982)

Deshpandé and Zaltman (1982)

Dewar and Dutton (1986)

Jaworski and Kohli (1993)

Selnes et al. (1996)

Avlonitis and Gounaris (1999)

Hartline et al. (2000)

Maltz and Kohli (2000)

Cadogan et al. (2001)

Table 3. Explanatory factor analysis of the MO scale
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MO Indicator FACTOR 1 FACTOR 2 FACTOR 3

MO1 0.153 0.769 0.063

MO2 0.096 0.602 0.127

MO3 0.273 0.657 0.146

MO4 -0.065 0.718 0.311

MO5 0.578 0.491 0.159

MO6 0.617 0.471 0.188

MO9 0.040 0.258 0.802

MO10 0.467 0.116 0.745

MO11 0.163 0.230 0.810

MO13 0.834 0.114 0.107

MO14 0.776 0.137 0.187

MO16 0.793 -0.045 -0.003

MO17 0.763 0.216 0.056

MO18 0.678 0.073 0.195

MO20 0.604 0.149 0.126

% Explained variance 29.383 17.357 14.368

% Accumulated 
variance

29.383 46.740 61.108

Kaiser-Meyer-Olkin (KMO)    

Bartlett (Chi-square, df)

Meaning

0.840

702.731 (105)

0.000

Table 4. Validity and reliability of the indicators of the MO scale
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MO scale
GENERATION 
INTELLIGENCE

DISSEMINATION

INTELLIGENCE
RESPONSE

Indicators Est. 
Load

C.R. R2 Est. 
Load

C.R. R2 Est. 
Load

C.R. R2

MO1 0.692  0.479

MO2 0.504 4.170 0.254

MO3 0.614 4.858 0.377

MO4 0.606 4.814 0.367

MO5 0.708  0.501

MO6 0.717 6.973 0.514

MO9 0.661  0.437

MO10 0.802 6.426 0.644

MO11 0.790 6.384 0.623

MO13 0.815 7.891 0.664

MO14 0.804 7.793 0.647

MO16 0.678 6.602 0.459

MO17 0.766 7.436 0.587

MO18 0.692 6.735 0.479

MO20 0.619 6.040 0.383

The initial load was set equal to the unit

Table 5. Validity and reliability of the indicators of the refined MO scale

MO scale
GENERATION 
INTELLIGENCE

DISSEMINATION

INTELLIGENCE
RESPONSE
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Indicators Est. 
Load

C.R. R2 Est. 
Load

C.R. R2 Est. 
Load

C.R. R2

MO1 0.643  0.413

MO3 0.669 4.050 0.448

MO5 0.708  0.515

MO6 0.718 6.985 0.501

MO9 0.653  0.426

MO10 0.812 6.325 0.660

MO11 0.784 6.250 0.615

MO13 0.815 7.894 0.664

MO14 0.804 7.799 0.647

MO16 0.678 6.604 0.459

MO17 0.765 7.435 0.586

MO18 0.690 6.719 0.476

MO20 0.622 6.073 0.387

 The initial load was set equal to the unit

Table 6. Correlations between the dimensions of the refined MO scale

MO  scale
GENERATION 

INTELLIGENCE

DISSEMINATION 

INTELLIGENCE

DISSEMINATION INTELLIGENCE 0.576

RESPONSE 0.624 0.618

Table 7. Variance and reliability of the refined MO scale
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MO scale
GENERATION 

INTELLIGENCE

DISSEMINATION 
INTELLIGENCE

RESPONSE

Construct reliability 0.602 0.796 0.899

Extracted variance 0.431 0.567 0.529

Table 8. Measurement model fit of the refined MO scale

Absolute fit measures Market orientation scale

Degrees of freedom 62

Chi-square value and level of signification 117.657 (0.000)

Noncentrality parameter (NCP) 55.657

Goodness of Fit Index (GFI) 0.852

Relative Goodness of Fit Index (RGFI) 0.928

Root Mean Square Residual (RMSR) 0.069

Root Mean Square Error of Approximation (RMSEA) 0.092

Incremental fit measures

Adjusted Goodness of Fit Index (AGFI) 0.783

Relative Adjusted Goodness of Fit Index (RAGFI) 0.890

Normed Fit Index (NFI) 0.833

Comparative Fit Index (CFI) 0.911

The final scale is made up of thirteen indicators.

Table 9. Validity and reliability of the   indicators of the refined CT scale

CT scale Construct reliability = 0.862 Extracted variance = 
0.677 
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Indicators Est.Load              C.R.          R2

CT3 0.741  0.548

CT4 0.870 8.196 0.756

CT5 0.852 8.171 0.726

 The initial load was set equal to the unit

Table 10. Validity and flexibility of the indicator of the refined CE scale

CE scale Construct reliability = 
0.905

Extracted variance = 
0.762

Indicators Est.Load C.R. R2

CE3 0.808  0.653

CE4 0.844 10.213 0.713

CE5 0.959 11.049 0.920

 The initial load was set equal to the unit

Table 11. Validity and flexibility of the indicators of the IN scale

IN scale Construct reliability = 0.761 Extracted variance = 0.523

Indicators Est.Load C.R. R2

IN1 0.623  0.388

IN2 0.884 4.769 0.782

IN3 0.631 5.181 0.398

The initial load was set equal to the unit

Table 12. Measurement model “Structure of the organization”
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Work codification Observation rules Centralization

Indicators Est. Load. C.R. R2 Est. 
Load.

C.R. R2 Est. 
Load

C.R. R2

CT3 0.697  0.486

CT4 0.886 7.767 0.785

CT5 0.852 7.700 0.725

OR1 0.788  0.621

OR2 0.816 5.289 0.666

CE3 0.820  0.672

CE4 0.825 10.108 0.680

CE5 0.959 11.831 0.919

 The initial load was set equal to the unit

Tabla 13. Measurement model “Structure of the organization”

Complexity Integration Market orientation

Indicators Est. Load C.R. R2 Est. Load C.R. R2 Est. Load C.R. R2

COM -  0.050

IN1 0.606  0.367

IN2 0.890 5.536 0.792

IN3 0.581 4.839 0.337

GI 0.690 6.859 0.476

DI 0.634 6.308 0.402

R 0.875  0.765
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The initial load was set equal to the unit 

All the constructs with multiple indicators surpass the commonly-accepted threshold of 0.7 and 
are therefore reliable measurements. As far as the extracted variance is concerned, the 
greatest value is for centralization (0.757) and the least for integration (0.499), which 
practically attains the minimum acceptation value. For the set of constructs analyzed the 
indicators are sufficient in terms of how the measurement model is specified.

Tabla 14. Reliability and variance of the constructs of the model “Structure of the organization”

Work codification
Observation 
rules

Centralization Integration MO

Construct reliability 0.855 0.783 0.903 0.741 0.781

Extracted variance 0.665 0.643 0.757 0.499 0.548

Tabla 15. Correlations between the constructs of the model “Structure of the organization”

Observation 
rules

Centralization Integration
MO Work codification

Centralization 0.450

Integration -0.291 -0.339

MO -0.008 -0.478 0.593

Work codification -0.213 -0.454 0.204 0.272

Complexity -0.181 -0.210 0.262 0.160 0.256

Table 16. Indicators of  Adjusted Goodness of the measurement model “Structure of the organization”

Absolute fit measures

Degrees of freedom 76
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Chi-square value and level of signification 117.117 (0.002)

Noncentrality parameter (NCP) 41.117

Goodness of Fit Index (GFI) 0.878

Relative Goodness of Fit Index (RGFI) 0.961

Root Mean Square Residual (RMSR) 0.064

Root Mean Square Error of Approximation (RMSEA) 0.071

Incremental fit measures

Adjusted Goodness of Fit Index (AGFI) 0.808

Relative Adjusted Goodness of Fit Index (RAGFI) 0.936

Normed Fit Index (NFI) 0.853

Comparative Fit Index (CFI) 0.941

Table 17. Structural model “Structure of the organization”

Relationship Standardized 
load

Critical coefficient

Market orientation  Work codification  0.047 0.461

Market orientation  Observation rules 0.313 2.754

Market orientation    Centralization -0.411 -3.471

Market orientation  Complexity -0.033 -0.355

Market orientation  Integration 0.525 4.158

 A high score in the scale of the precedent means less formalization

Table 18. Refined structural model  “Structure of the organization”
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Absolute fit measures

Degrees of freedom 39

Chi-square value and signification level 61.360 (0.013)

Noncentrality parameter (NCP) 22.360

Goodness of Fit Index (GFI) 0.908

Relative Goodness of Fit Index (RGFI) 0.968

Root Mean Square Residual (RMSR) 0.085

Root Mean Square Error of Approximation (RMSEA) 0.074

Incremental fit measures

Adjusted Goodness of Fit Index (AGFI) 0.845

Relative Adjusted Goodness of Fit Index (RAGFI) 0.944

Normed Fit Index (NFI) 0.890

Comparative Fit Index (CFI) 0.956

Table 19. Structural model “Structural consequences of MO”

Relationship Standardized 
load

Critical 
coefficient

Work codification   Market orientation  0.371 3.101

Observation rules Market orientation  -0.160 -1.175

Centralization  Market orientation  -0.540 - 4.661

Complexity  Market orientation  0.249 2.274

Integration  Market orientation  0.627 4.111

 A high score in the scale of the precedent means less formalization
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Abstract

The study highlights the effects of E-banking services on growth of customer base in Kenyan banks for 
over the last five years. It addresses issues that affect effective utilization of E-banking facilities by 
customers. The study generally investigates how lack of technological know-how, illiteracy, unreliability, 
and transaction limits has hindered growth of on-line customer base in Kenyan banks. E-banking 
provides enormous benefits to consumers in terms of time saving and cost of transactions, either 
through internet, telephone or other electronic delivery channels. The research adopted a descriptive 
research design, to survey of selected Kenyan banks. The study used stratified random sample to ensure 
equal representation where 135 respondents who were selected from the strata/ banks.  According  to 
the  results  obtained  in the  study e-banking has enhanced the growth of the customer  base  for  the  
banking institutions in Kenya, through enhancing  banking  services accessibility to a  larger  population 
in the  country. Therefore the study recommended that the banks should embrace e-banking as a key 
competitive advantage.

Keywords: Electronic Banking, Innovation, Internet Banking and Customer Base

Abbreviations

ACH- Automated Clearing House; ATM-Automated Teller Machine; CBK-Central Bank of Kenya; ICT-
Information and Communication Technology; ISP-Internet Service Provider; IT-Information Technology; 
PC- Personal Computer;  PDA-Personal Digital Assistant; POS- Point of Sale; USA- United 
State Association

1. Background of the Study

Financial services industry over time has opened to historic transformation that can be termed as e-
developments which is advancing rapidly in all areas of financial intermediation and financial markets 
such as e-finance, e-money, electronic banking (e-banking), e-brokering, e-insurance, e-exchanges, and 
even e-supervision. In recent years, the adoption of e-banking began to occur quite extensively as a 
channel of distribution for financial services due to rapid advances in IT and intensive competitive 
banking markets  (Mahdi and Mehrdad, 2010). The driving forces behind the rapid transformation of 
banks are influential changes in the economic environment include among others innovations in 
information technology, innovations in financial products, liberalization and consolidation of financial 
markets, deregulation of financial inter-mediation. 

The e-banking is transforming the banking and financial industry in terms of the nature of core products 
or services and the way these are packaged, proposed, delivered and consumed. It is an invaluable and 
powerful tool driving development, supporting growth, promoting innovation and enhancing 
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competitiveness (Gupta, 2008; Kamel, 2005). The evolution of banking technology has been driven by 
changes in distribution channels as evidenced by automated teller machine (ATM), Phone- banking, 
Tele-banking, PC-banking and most recently internet banking (Gallup Consulting, 2008). Some key issues 
addressed in the recent literature about the e-banking include: customer acceptance and satisfaction, 
services rendered, value added for consumers and banks, privacy concerns, profitability, operational 
risks, and competition from non-banking institutions.

The major indicator of e-banking is ATM banking. According to the survey conducted by financial sector 
deepening Kenya in association with Central Bank of Kenya, it was indicated that Kenya had a total 
number of 968 by the end of December 2007. Further, indication was that, an increase of 31.3 percent 
from 2006 was experienced, when the industry had 737 ATMs. A part from individual bank ATMs, 
Kenyan Banks who are members of two organizations, which provide e-banking outsourcing partnership, 
will access to 272 ATMs. The two organizations include, Pesapoint limited and Kenya switch (Kenswitch). 
Customers of Banks which are members of Pesapoint can access 120 Pesapoint ATMs and those banks 
which are members of Kenya switch can access 152 ATMs of Ken switch banks plus Pesapoint’s giving 
access to a minimum of 272 ATMs.

Among the innovative banks in Kenya is Equity Bank which had more ATMs (232) as at December 
2007.Research reveals that, only 22 out of 41 banks have their own ATMs.  Kenya commercial bank and 
Barclay’s banks have second and 3rd rank with 19.92 and 14.7% of total ATMs in Kenya. All information 
and communication technology developments are attributed to the realization of the advantages of 
technology integration in the banking industry.

Currently, there are about 8 million users of M-banking services compared to 4 million people who hold 
accounts in conventional financial institutions in Kenya (CBK, 2007). The tremendous increase in number 
of people adopting M-banking has been attributed to ease of use and high number of mobile phone 
users. 

2. Statement of the Problem 

In recent past, banks are challenged by technological up scale that led to innovative products which 
stiffed up competition for market share. There is a shift from paper-based to electronic payments and 
reliance on ATMs rather than costly branch offices to deliver cash and other depositor related services. 
Both banks and customers are increasingly migrating from traditional banking channels to the e-banking 
channel (Mols, 2000) but despite the benefits and advantages of e-banking for both sides, it entails 
some critical issues both for customers and the banks. It is the intent of this study to determine the 
effect of E-banking service on growth of customer base in Kenyan banks. This research shade some light 
on factors that hinders effective utilization of e-banking service by bank customers and challenges banks 
face in adopting this technological innovation.

3. Objective of the Study

The major objective of this study was to determine the effect of e-banking service on growth of 
customer base in Kenyan banks with the hope that such an attempt provides ground for more attentions 
on functional aspects of service quality in e-banking approach by bank managements. The specific 
objectives include;

i. To determine the influence of electronic fund transfers on growth of customer base in Kenyan 
banks.

ii. To establish the degree of uptake of card technologies on growth of customer base in Kenyan 
banks.
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iii. To evaluate how ATM availability affects growth of customer base in Kenyan banks

4. Scope of the study.

The study covered three major selected commercial banks of Kenya head offices situated in Nairobi 
namely; Barclays bank, equity bank and Co-operative Bank of Kenya. The population for the study was 
based on the top management working in the head office to represent the entire population of banks in 
Kenya.

5. Literature Review

Relevant literature to this research was reviewed form books, journals, websites, magazines and 
manuals. Empirical review was covered under this section which included literature on Electronic Fund 
Transfers, The Card System, The ATM Availability, E-banking and Customer Perceived Value in Internet 
Banking. Also a range of theories where covered under theoretical review which included; The 
Innovation Diffusion Theory and Disruptive Innovation Theory. 

6. Electronic Fund Transfers

The progress of e-payments in Kenya has been rapid over the last few years. From the intensive survey 
of literature (CBK reports 2000 to 2009, FSDK 2007, NPSK report 2003, and EAC 2005), it was revealed 
that, in Kenya payments through ATM machines, EFTs, Electronic Clearing Services (credit and debit) and 
through cell phones are on the rise and have dominated the payments industry.

The drastic changes in the payment system industry, has been attributed to the realization by the 
business community and consumers regarding the viability of using the new payment systems which has 
been accelerated by the changes in the recent advancements in the ICTs. From the analysis, it was found 
that, transactions through Retail EFTs increased from 311,000 in 2002 to 3,774,000 in 2007 indicating a 
compound growth of 49.6%. The projections show that in the near future the payment industry is going 
to record high figure on EFTs’ usage countrywide. The recent launched mobile banking financial transfer 
system of which service has gone global (M-Pesa) which allows customers from UK to transfer funds to 
Kenya will also increase the up wards trends in EFTs. The transactions moved through ECS in Kenya, has 
been increasing from June 2000 (14,114) to 24,166 (70.9%) thousand by June 2008. The compound 
growth rate of the entire period of study in Kenya was 11.8%. Transactions moved through Kenya’s RTGS 
officially known and settlement system (KEPSS) has been increasing since its launch in July 2005. In 2008 
(232,516), the industry recorded 93.4% increase from June 2006 (120,249).The growth of the entire 
period was compounded to be 37.8%. This is due to the initiatives of the CBK and continuous advice to 
banks to leverage on the new IT systems which reduce cost and   which increases convenience and 
efficiency (CBK 2007). Banks in Kenya, have adapted different technologies through which e-banking 
services are provided. 

7. The Card System

The card system is a unique electronic payment type. The power of cards lies in their sophistication and 
acceptability to store and manipulate data, and handles multiple applications on one card securely 
(Amedu, 2005). Depending on the sophistication, it can be used as a Credit Card, Debit Card and ATMs 
(Automatic Teller Machine). While the electronic card is gaining popularity in USA and Nigeria, the 
Spanish financial Institution demonstrated the highest implementation and update of smartcards across 
Europe (Amedu, 2005). To date, rates of uptake for mobile banking and bank cards have seemed high, 
fueling the excitement over branchless banking. Uptake as measured by numbers of new accounts 
opened has often shown rapid growth. For example, six months after launching its mobile banking 
service in February 2007 in Kenya, M-Pesa had 650,000 customers and was registering 7,000-10,000 
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new users per day (Ngurukie, 2007).  Despite the rhetoric about the simplicity of mobile banking and 
bank cards, the research clearly showed that these new electronic financial products and services are 
complicated for both the banked and the unbanked. Discussions with respondents indicated that many 
low adopters, whose cell phone accounts are linked to bank accounts, were unaware of the full range of 
financial services at their disposal. They limit their transactions to airtime purchase, bill payments and 
money transfers. In Kenya, respondents were familiar with only two or three mobile banking features, 
the same features that first attracted them to register for the service (Ngurukie, 2007). 

8. Conceptual Framework

This section assessed the research variables derived from literature to test whether there were 
significant relationships between the independent variables and the dependent variable. It focused on 
the determinant variables identified in the study, which would be associated with the growth of 
customer base in Kenyan banks. In this study, the explanatory variables were classified as; electronic 
fund transfer, card technologies and ATM availability.

Figure 1: Conceptual Framework

Electronic Fund Transfers 

Card Technologies 

 ATM Availability

Growth of 
Customer Base

Independent Variables Dependent Variables

8.1. Electronic Fund Transfers is a system of transferring money from one bank account directly to 
another without any paper money changing hands. Transactions are processed by the bank through the 
Automated Clearing House (ACH) network, the secure transfer system that connects all U.S. financial 
institutions. For payments, funds are transferred electronically from one bank account to the billing 
company's bank, usually less than a day after the scheduled payment date. The growing popularity of 
EFT for online bill payment is paving the way for a paperless universe. The recently launched mobile 
banking financial transfer system of which service has gone global (M-Pesa) which allows customers 
from UK to transfer funds to Kenya will also increase the upwards trends in the uptake of EFTs. 

8.2. The Card System is a unique electronic payment type. The smart cards are plastic devices with 
embedded integrated circuit being used for settlement of financial obligations. The power of cards lies 
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in their sophistication and acceptability, to store and manipulate data, and handles multiple applications 
on one card securely (Amedu, 2005). Uptake of bank cards has gone high, fueling the excitement over 
branchless banking. Cash withdrawals make up 70 percent of the cash transactions at ATMs at one bank 
in Kenya.

8.3. The ATM Availability; Literature review indicates different dimensions of ATM service quality. 
Lovelock (2000) identified secure and convenient location, adequate number of ATM, user-friendly 
system, and functionality of ATM. Devinix (1999) identified costs involved in the use of ATM and 
efficient functioning of ATM. (Joseph & Stone, 2003) identified user-friendly, convenient locations, 
secure positions, and the numbers of ATM provided by the banks as essential factors of ATM service 
quality. Mobarek (2007) established speed of operation, and waiting time as the important predictors of 
ATM service quality.

9. Theoretical Review 

Following are the theories that were reviewed in relation to this research;

9.1. The Innovation Diffusion Theory explains individuals’ intention to adopt a technology as a modality 
to perform a traditional activity. The theory is developed by (Roger’s, 1983). The critical factors that 
determine the adoption of an innovation at the general level are the following: relative advantage, 
compatibility, complexity, trialability and observability (Rogers, 1995). The nominalized factors are 
complexity, triability and observability. 

9.2. Disruptive Innovation Theory; in the area of electronic retail banking there has been an ongoing 
dispute among academics regarding the disruptive nature of the new business models based on the 
Internet. In their book “The innovator’s solution”, Christensen and Raynor state that “Internet banking 
can only be deployed as a sustaining technology relative to the business model of retail banks” .

10.  Empirical Review 

E-banking; (Daniel, 1999) defines electronic banking as the delivery of banks' information and services 
by banks to customers via different delivery platforms that can be used with different terminal devices 
such as a personal computer, a mobile phone, telephone or digital television. “This is an umbrella term 
for the process by which a customer may perform banking transactions electronically without visiting a 
brick-and-mortar institution”. 

Customer Perceived Value in Internet Banking; (Buys and Brown, 2004) enumerate common products 
and services that customer access from internet banking; Balance enquiry, Statement of bank account, 
Account/Bill payment, Beneficiary set up, Short-term recurring payments, Stop and Debit order 
payments, Open and Manage Investment accounts, Email branch or customer contact centre (secure 
messaging), Funds transfers, Increase/Decrease overdraft. Electronic banking, and for that matter 
internet banking, is changing traditional banking activities such as payment mediums, (Buys & Brown, 
2004) physical transaction processes, delivery channels, and security systems. It has also come with 
novelty in information, customization and self-service offering differentiating itself sharply from 
traditional banking report.

11. Knowledge Gap

The research addressed the challenges that banks faces in transition from paper banking to e-banking 
and its impact on growth of customer base. The banking sector faced a range of limitation in 
embarrassing digital technology and this includes: technological know-how, unreliability, illiteracy and 
limitation on transaction amount have hindered effective utilization of E-banking services and this study 
addressed such factors in depth.
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12. Research Design and Methodology

This study was conducted with aim of investigating effect of e-banking services on growth of customer 
base; this research adopted a descriptive research design, and surveyed a group of selected Kenyan 
banks. This helped the study to critically analyze the case in question with a view of drawing more 
detailed and specific information about the subject that was useful to the banks.

The target population of the study was top management teams from the three selected banks. The 
research used purposive sampling to select three banks namely Equity Bank, Barclays bank of Kenya and 
co-operative bank of Kenya. This method is considered appropriate because the population of interest is 
homogenous. The study also used stratified sampling approach to cover the total population. This was 
done using a stratified random sample to ensure equal representation. A sample size of 135 was 
selected for the study.

Table 1: Sample Frame

Population Frequency Ratio Sample size

Barclays bank 200 0.3 60
Equity bank 150 0.3 45
Co-operative bank 100 0.3 30
Total 450 0.3 135

To achieve the objectives of the study, both primary and secondary data were collected. The secondary 
data was obtained from archived sources such as published material, journals internet resources, while 
primary data was collected by the use of questionnaires which had both open and close ended 
questions. Data was analyzed by both qualitative and quantitative approaches finally summarized and 
presented using tables and charts 

13. Data Analysis, Presentations and Interpretation
This section comprises of data analysis, presentation and interpretation of the findings. The data 
presented includes response rate, background information of the respondents and a presentation of 
findings against each individual response. 

Rating the Banking Services Accessibility in Introduction of e-banking 

The study sought to know if there were any influences that the electronic funds transfer had brought on 
the banks services accessibility. The results were as per the figure below
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The  rate  of  bank  services  accessibility with e banking
0%

5%

10%

15%

20%

25%

30%

35%

40%

45%

50%

high

medium

low

Figure 2: Rating the Banking Services Accessibility in Introduction of e-banking 

The  findings  indicated  that majority  of the  respondents  felts that it had  high influence  on the  
accessibility on the  baking  services  as 45% rated it  high, the  35% of the respondents  rated  it  
medium while  20% rated  it  low . This implies that the    introduction of the electronic funds transfer 
had positive impact on the banking sector.

Effect of Electronic Fund Transfers Services on Growth of the Banking Sector 

This was meant to establish whether there was significant growth that could be observed with the 
introduction of electronic fund transfers in the banking system. The results were as per the figure below

yes
No

 
Figure 3: Effect of Electronic Fund Transfers Services on Growth of the Banking Sector

The results  from the  respondents  indicated  that majority  agree  to the  growth that  was  evident  in 
the  sector  with 80% confirming  while  20% of the  respondents  could  not  find any significant  growth, 
this  therefore  implied  that   many people  have  embraced  banking  due to the introduction  of 
electronic fund transfers system.
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Factors Affecting Access to E-Banking Service

This was meant to rate various factors that affect the e-banking services in the country. This would help 
in the assessment of those factors that could be affecting this system of banking 
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Figure 4: Factors Affecting Access to E-Banking Service

On reliability  majority agree that electronic  money transfer  is more  reliable hence implying that the 
introduction of  e-banking  has made  money transfer  more  accessible  and  reliable. As indicated on 
the issues of having many legal and security issues majority of the respondent agreed that these services 
were straightforward to those who understand them. On the issues of high cost of services majority 
disagreed this implying that the cost of these services were well within the clients reach and therefore 
were not very high as insinuated. On lack of security information majority of the respondents disagreed 
indicating that there was enough information on e-banking. Majority of the respondents disagree that 
there is high chance of fraud in e-banking connoting that the loopholes that could lead to fraudulent 
acts have been sealed making it safe. On the  sentiment  that’s the  risk of  data  loss  was  real  majority  
of those who responded  disagreed indicated that there was no easy possibility of data loses.

Effect of Electronic Fund Transfers on Banking Efficiency

This question sought to find out if there was any improvement on efficiency and the accessibility of the 
banking services in the bank.
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whether electronic fund transfers in your bank has improved the
efficiency and accessibility.
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Figure 5: Effect of Electronic Fund Transfers on Banking Efficiency.

Majority of the  respondents  agree  that there  is  improved  efficiency which is  indicated  by 50% while 
30% strongly agree, this therefore implied that there was remarkable improvement.

Customers Awareness on Existence of E-banking Services

 The study sought to find out the  rate  of  awareness  of e banking  from the  bank’s  customers  in order  
to  understand  if there  is  large group  still left  out from taking  up this  option of  banking.

Rating the  sentiment ‘majority of your customers are aware of
existence of E-banking services’
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Figure 6: Customers Awareness on Existence of E-banking Services

50% of the respondents agreed that they are aware of the system implying that there were a large 
number of their clients who have knowledge on the E-banking services.

The Degree of Uptake of Card Technologies on Growth of Customer Base For Banks In Kenya

Following questions were focused in clarifying the same; 

Population that is not Reached by E-Banking

The study also sought to find out whether there are still people who should be reached and sensitized 
on these issues by the bank. It  could  help deduce  if there  are  still  potential clients  that the  banks 
should  still  lure.
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Figure 7: Population that is not reached by E-Banking

According to the results obtained majority of the respondents agree with 70% indicating so, while 30 % 
of them disagree on the issues. This implies that there is a large number that could still be reached by 
the bank.

Involvement of People not Reached by E-Banking would be Significant to the Banking Sector

The  results  indicates  that there  was  majority  agreeing  with the  sentiment  with 50% agree   and  
30%strongly agree.

Rating the  sentiment ‘the involvement of people not reached by E-banking
be significant to the banking sector"

0%

10%

20%

30%

40%

50%

60%

Strongly disagree
Disagree
Neutral
Agree
Strongly Agree

Figure 8: Involvement of People not Reached by E-Banking would be Significant to the Banking Sector 

From the feedback, the implication is that there was need for the banks to be concerned with the 
population unreached by e banking.

Card Technology has Resolved the Selected Limitations which Hinders Bank Accessibility

The sentiment targeted to find out if the card technology could resolve the stated limitation which 
hinders bank accessibility. The respondents’ feelings were as per the figure below
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Figure 9: Card Technology has Resolved the Selected Limitation which Hinders Bank Accessibility

The result indicates that there was majority who agree with the sentiment on the bank opening and 
closing time which is indicated by 50% agreed and 30% strongly agreed.  This result implies that the card 
technology has played a vital role in resolving the problem that hinders bank accessibility. The results on 
the issues of customer perception of E-banking majority (60%) agreed implying that there was change in 
e banking perception. On accessibility of bank branches majority agreed implying that banking has 
become more accessible in the branches. On the time taken to access the banking services or the bank 
hall congestion, majority indicated by agreed implying that there was change to ease access to banking 
services.

Rating of the Effects of E-Banking Factors on the Growth of Customer Base

The e-banking since its inception has gradually witnessed development milestones and adopted value 
addition services. Therefore, the study seeks to find out the rating of the effects on the supplementary 
services. 
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Figure 10: Rating of the Effects of E Banking Factors on the Growth of Customer Base

On the issues of adoption of master cards many respondents agree to this sentiment with 50% agreed 
indicating that it led to an increase in the customer base. The results on the introduction of the card 
system which is the debit and the credit majority of the respondents agreed connoting that it also 
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played a major role in increasing the customer base. The introduction of the internet banking has the 
majority of the respondents agreed implying that there was increase in the customer base with this 
introduction.

Effect of Lack of Civic Education on E-Banking 

The study tried to find out if there are issues that have not been sensitized on the side of the clients 
concerning the e-banking services and whether it would be taught through civic education.

Rating the  sentiment ‘lack of civic education on E-banking has
led to enormous challenges in it"
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Figure 11: Effect of Lack of Civic Education on E-Banking 

The results indicated that there was majority in agreement with the sentiment as indicated which meant 
that any hindrance to e banking was because of lack of enough civic education.

Effect of ATM Availability on Growth of Customer Base in Kenyan Banks

Following were the responses on effect of ATM availability on growth of customer base in Kenyan banks. 

ATM Availability directly Enhances Banking

The availability of the ATM translates to improved convenience and proximity of the banking service. 
Thus, the research wished to establish whether availability of ATM would be linked   or rather 
encouraged unbanked population to take up banking. 
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Figure 12: ATM Availability directly Enhance Banking

The results indicates that    majority of the respondents as indicated by 70% agree while 30% disagree. 
This implies that there was direct enhancement of the banking through availability of ATM.

Extent which ATM Availability Enhance Growth of Customer Base

The study opted to establish the extent to which the availability of the ATM would boost the banking 
activities and led to growth of the customer base. The respondent feelings were as per figure

Rating the  sentiment ‘‘The ATM availability affects
growth of customer base for banks’
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Figure 13: Extent which ATM Availability Enhance Growth of Customer Base

The results indicated that majority agree with the sentiment where 50% of them agree, 30% strongly 
agree, implying that there was a lot of influence on the ATM availability on the growth of banks.

Selected ATM Features Enhance Growth of Customer Base

Technology is adopted due to its socio economic benefits, therefore the study wished to assess the 
impact of main ATM features on the growth of the banks. 
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igure 14: Selected ATM Features Enhance Growth of Customer Base

The result on the ATM reduces overall cost majority of the respondents connoting that there was 
reduced cost. On the sentiment that ATM are easy accessible and reliable majority of the respondents 
agreed therefore implying that the ATM were reliable and customer friendly. On the  issue of ATM 
provide transaction limit hence responsibility majority of agreed indicating that there  was  limit  at 
which one could  draw  and therefore  prevented  one from misuse of his  or her money. The results on 
the sentiment that ATM helps to save time majority of (45%) agreed implying that there was a lot of 
time saved from the use of ATM during transactions.

Effect of E-banking on Banking Institutions in Kenya 

The following were the findings;

Rating the  sentiment ‘‘The E-banking increases the growth of banking
institutions in Kenya through increased customer base’
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Figure 15: Effect of E-banking on Banking Institutions in Kenya

The  results  indicated  that 50% majority agree to the  sentiment ,30% strongly agree, 10% were  
neutral, 15% disagree  while 5% strongly  disagree .this  implied  that there was  increased  banking  and 
customer  base, hence  the  increase in the  number  of banking institutions.
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14. Summary of the Findings

The influence of electronic fund transfers on growth of customer base for banks in Kenya, the  deduced 
results  indicates  that, the  rating of the accessibility of the banking services  since the  introduction of 
the e-banking or  electronic  money transfer  majority of the  participants  felt it is high .The rating of 
factors affecting e-banking, there was general disagreement; e banking is less reliable with 53% 
disagreeing, It has many legal and security issues with 35%, disagreeing and  it has  high cost per services  
as indicated  by the 45% of the  majority. On the other hand there was agreement that there lacks 
enough security information with 40% of the respondents agreeing, possibility of high fraud is also 
agreed at 45% and the risk of data lose is also agreed by 30% majority. On the rating of whether there is 
any improved efficiency and accessibility to banking majority agreed. The degree of uptake of card 
technologies on growth of customer base for banks in Kenya results indicates the population who could 
be unreached by the e-banking as high. 

Master card has led to the increased customer base as indicated by 50% majority response agreeing. 
The introduction of the card system has also led to an increased customer base as there is 60% majority 
agreeing and the  introduction of the  internet  banking  has led  to the  increased  customer  base  as 
indicated  by 40%. Lack of civic education is a factor hindering people from embracing e-banking. The 
ATM availability could directly enhance banking and increase the customer base 

15. Conclusions 

According to the results obtained in the study, electronic fund transfer has influenced the growth of the 
customer base for the banking institutions in Kenya, through enhancing banking services accessibility to 
a larger population in the country. The introduction of the card system has led to an increased customer 
base by eliminating or rather resolving most of the issues that usually hinder   the spread of banking in 
the country. There is a lot of sensitization through all media channels on the security issues and 
therefore enabling people to be aware of possible fraud in the entire financial sector.

16. Recommendations  

The e-banking has big influence on the growth of customer base for the banking institutions in Kenya, 
through enhancing banking services accessibility to a larger population in the country.  Therefore the 
bank should embrace e-banking as a key competitive advantage; they should enhance its impact by 
investing more on e-banking innovations to diversify its uses and provision of civic education to increase 
its penetration. The banks should heavily invest in innovative banking products and continuously make 
improvement to enhance its efficiency in operation. The banking sector should heavily invest in creating 
awareness through advertisement of banking products through public media. The challenges facing e-
banking in the country is lack of civic education and the possibility of fraud. It is therefore essential for 
the banks to emphasize on the important of observing security measures on the part of an individual 
such as reporting immediately the loss of a card.

Bibliography 

Aladwani, A. (2001). Online Banking: A Field Study of Drivers, Development Challenges, and 
Expectations. International Journal of Information Management , 21, 213–225.

Al-Hawari, M., & Ward, T. (2006). The impact of automated service quality on financial performance and 
the mediating role of customer retention. Journal of Financial Service Marketing , 10(3), 228-43.



The International Journal of Management Science and Information Technology (IJMSIT)
Issue11 - (Jan-Mar 2014) (48 - 63)

64

ISSN 1923-0265 (Print) - ISSN 1923-0273 (Online) - ISSN 1923-0281 (CD-ROM), Copyright NAISIT Publishers 2014

Amedu, U. M. (2005). Domestic electronic payment in Nigeria. The Challenges Central Bank of Nigeria 
Bullion , 29 (1).

American, B. (2000, february). web Banks Beat Branches on Ratios but there's No competion. 
http://web6.infotrac.galegroup.com.

Au, Y. A., and Kauffman, R. J (2008), the economics of mobile payments: understanding stakeholder 
issues for an emerging financial technology application. Electronic Commerce Research and 
Applications, 7, 141–164.

Basel Committee Report on Banking Supervision Risk management for electronic Banking and electronic 
money activities, Switzerland: Bank of International Settlements, 1998

Blair, K., & Fugazy. (2000, March). Has dot.com banking peaked? ABA Banking Journal , 73-75.

Boateng, R. (2006). Developing e-Banking capabilities in a Ghanaian Bank: Preliminary lessons, : . Journal 
of Internet Banking and Commerce , 11 (2).

Bruene, J. (2002). online Banking by the numbers 2002. Retrieved from www.onlinebankingreport.com.

Buys, M., & Brown, I. (2004). Customer Satisfaction with Internet Banking Web Sites, An Empirical Test 
and Validation of a Measuring Instrument. Proceedings of SAICIT, (pp. 44-52).

 CBK (2003), Payment Systems in Kenya, Central Bank of Kenya annual financial report for the year 2003, 
Kenya

CBK (2007), Payment Systems in Kenya, Central Bank of Kenya annual financial report for the year 2007, 
Kenya

Daniel, E. (1999). Provision of Electronic Banking in the UK and the Republic of Ireland. International 
Journal of Bank Marketing , 17, 72–82.

Devinix. (2004). Global payment services in Asia Pacific, available on . http://www.devinix.com/g-
asiapacific.htm.

Gallup, C. (2008). dynamics of banking technology adoption: an application to internet banking. 
department of economics. coventry: university of warwick.

Gupta, P. K. (2008). internet banking in india: consumer concern and bank strategies. Global journal of 
business research , 2, 43-51.

Joseph, M., & Stone, G. (2003). An empirical evaluation of US bank customer perceptions of the impact 
of technology on service delivery in the banking sector. International journal of Retail & Distribution 
Management , 31(4), 190-202.

Kamel. (2005). internet banking in india: consumer concern and bank strategies. Global Journal Of 
Bussiness Research .

Lovelock, C. H. (2000). Functional integration in service:understanding the links between marketing, 
operations, and human resources. In Swartz, T.A. and Iacobucci, D .

Mahdi,S., & Mehrdad, A. (2010). E-Banking in Emerging Economy: Empirical Evidence of Iran. 
International Journal of Economics and Finance , 2 (1), 201-209.

Mobarek, A. (2007). E-Banking Practices and Customer Satisfaction - A Case Study in Botswana. 

Mols, N. (2000). The Behavioral Consequences Of PC Banking. International Journal of Bank Marketing , 
16 (5), 195–201.



The International Journal of Management Science and Information Technology (IJMSIT)
Issue11 - (Jan-Mar 2014) (48 - 63)

65

ISSN 1923-0265 (Print) - ISSN 1923-0273 (Online) - ISSN 1923-0281 (CD-ROM), Copyright NAISIT Publishers 2014

Ngurukie, Corrinne. (2007, October). “Developing an Educational Module for the Purpose of Increasing 
the Adoption of Technology-based Financial Services in Kenya.” Microfinance Opportunities. 

Rogers, E. M. (1983). The diffusion of innovations. . New York: Free Press.

Rogers, E. M. (1995). Diffusion of innovations. New York: Free Press.

Wang, Y. S., Y, M. W., H, H. L., & T, I. T. (2003). Determinants Of User Acceptance Of Internet Banking: An 
Empirical Study. International Journal of Service Industry Management , 14(5), 501-19.

Wolfe, D. (2004), ‘E-banking for the masses? Differing expectations’, American Banker, 169(31), p.17 



The International Journal of Management Science and Information Technology (IJMSIT)

Issue11 - (Jan-Mar 2014) (64 - 95)

66
ISSN 1923-0265 (Print) - ISSN 1923-0273 (Online) - ISSN 1923-0281 (CD-ROM), Copyright NAISIT Publishers 2014

The Penetration  of Business Information Systems in Small and Medium-sized Enterprises in Italy and 

Hungary: A Comparative Study

Selena AURELI, PhD (corresponding author)
Assistant Professor

Department of Business Studies
University of Bologna – Rimini Campus

Via Angherà, 22 – Rimini- Italy
E-mail: selena.aureli@unibo.it

Massimo CIAMBOTTI
Full Professor

Department of Economics, Society and Politics
Universiy of Urbino "Carlo Bo"

Via Saffi 42 - 61029 Urbino - Italy
E-mail: massimo.ciambotti@uniurb.it

Péter SASVÁRI
Associate Professor

University of Miskolc
Institute of Business Sciences

H-3515 Miskolc-Egyetemváros - Hungary

E-mail: iitsasi@uni-miskolc.hu

mailto:selena.aureli@unibo.it
mailto:massimo.ciambotti@uniurb.it
mailto:iitsasi@uni-miskolc.hu


The International Journal of Management Science and Information Technology (IJMSIT)

Issue11 - (Jan-Mar 2014) (64 - 95)

67
ISSN 1923-0265 (Print) - ISSN 1923-0273 (Online) - ISSN 1923-0281 (CD-ROM), Copyright NAISIT Publishers 2014

Abstract

Information technology (IT) has become an integral part of an enterprise’s organizational life recently 

and represents an increasingly important factor for all kinds of organizations, since the services it 

provides have become almost essential by now for all types of enterprises in the European Union. 

However, company size and differences at country level might still play an important role in hindering IT 

adoption. 

The main reason for writing this article was to analyse IT penetration and usage in Italy and Hungary and 

find a well-grounded answer to the question of whether IT – in the form of business information 

systems – is regarded as a source of competitive edge or an essential condition for survival by different 

enterprises in different countries. To explore this topic, a survey was conducted by submitting an online 

questionnaire to a sample of Italian and Hungarian enterprises. 

The results indicate a noticeable difference in the IT development level of the two countries. In Italy 

information systems in general and systems for managers decision-making are more widespread, thus IT 

has already reached the level of an essential condition for survival there, whereas it is still seen as a 

source of competitive edge in Hungary. However, contrary to our initial assumption, the question of 

competitive edge versus condition for survival depends more on size categories rather than on 

individual countries. 

Key words: business information systems; information technology; microenterprises; small and 

medium-sized enterprises; Hungary; Italy; IT penetration
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1. Introduction

Globalisation and increased competition represent recent phenomena that augment organizations’ 

need for better monitoring and enhanced coordination both inside and outside  the factory (Cser & 

Németh 2007). Fragmented and rapidly changing markets are becoming typical, while networks, 

alliances and virtual organizations are being formed to adopt more flexible solutions and better handle 

company interconnections with suppliers and customers (Szabó & Hámori 2006). As already predicted 

by Benjamin and Blunt in 1992, these business trends represent drivers that push organizations to 

continually refine their responses in terms of business processes and investments in information system 

applications (Rainer & Cegielski, 2010). 

Mentioned business changes can be followed only by improving the efficiency of collecting, monitoring 

and processing information (Raffai 2003). Traditional cost-cutting efforts do not seem to be enough; 

robust innovation, developing new business models and exploiting the potential of information 

technology (IT) are needed (Szabó & Hámori 2006). By now, it has been widely accepted that modern, 

advanced IT infrastructure belongs to the basic conditions of the successful, flexible, efficient and 

effective functioning of organizations and can contribute to developing a sustainable competitive 

advance (Mata et al 1995; Guo et al 2008). In some cases IT investments are needed not only for 

increasing business success, but for ensuring organizations’ survival (Nemeslaki 2012).

Perhaps it would be an exaggeration to say that the strategic significance of IT is equally valid for all 

industrial sectors and types of enterprises because their structural characteristics, market conditions 

and the intensity of information require and allow varying degrees of IT applications (Dobay 1997). 

However, it is undeniable that IT and related communication technologies (ICT) can be found 

everywhere, including even smaller enterprises where it supports various work processes. When 

competition raises, smaller firms adopt innovative technology (Link & Bozeman 1991) and thanks to the 

decreasing costs of hardware and the development of user-friendly systems, an increasing amount of 

SMEs tends to adopt IT-based information systems (Thong 1999; Levy et al 2001).

Considering the central role played by micro, small and medium-sized enterprises in the European Union 

(European Commission 2012) (representing nearly 99% of enterprises and being the main sources of 

entrepreneurial skills and employment), we decided to analyze the diffusion of business information 

systems relying on IT among microenterprises and SMEs by investigating what factors influence the 

adoption of the appropriate system, the usage patterns of information systems and, finally, to what 

extent these systems affect enterprises’ competitiveness. In other terms, the aim of our research is to 
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explore the penetration of business information systems by Italian and Hungarian enterprises and gain a 

better understanding on the circumstances influencing the decisions made about the introduction of 

such systems. In addition, we also wished to determine whether being provided with information 

technology represents an advantage or an essential condition for survival today.

Our attention was directed to Italy and Hungary as they reached a similar level of ICT penetration, 

although following a different development path (Dutta & Bilbao-Osorio 2012). Italy is one of the 

founding members of the European Union belonging to the more developed member states in terms of 

IT, whereas Hungary is one of the countries of the former Eastern bloc which gained access to the 

European Union only in 2004 and has been able to lessen the gap in the development level of IT 

recently. Having the appropriate infrastructure, however, does not say anything about its actual content 

and its usage patterns. Thus, our research into the use of business information systems also aims to 

contribute to the investigation of the possible gap in their adoption stages existing between these two 

countries.

Before conducting the empirical research, national and international literature has been reviewed, 

which helped formulate some assumptions in relation to the possible differences and similarities in the 

adoption of business information systems in Italy and Hungary. In particular, the remainder of this 

article is structured as follows. The next section presents the literate review informing the study. Then, 

the research methodology is described, followed by the results of the survey, the discussions and 

conclusions.

2. The ICT development level of Italy and Hungary

Indicators usually employed to describe the ICT development level of a country can be divided into 

quantitative and integrated indices (Botos, 2010). 

The first ones focus on measuring ICT infrastructure and refer for example to the number of subscribers, 

the number of ICT devices, subscription fees, the number of ICT employees, the rate of ICT revenues, the 

contribution of ICT to the overall GDP figure and the number of ICT enterprises. While on one hand, 

these indicators are useful for characterizing the general ICT standards of a country on average and 

allow comparisons among countries, on the other hand they can provide only a distorted image to a 

certain extent. In fact they describe an overall situation, but do not quite express the real situation.

On the contrary, integrated indicators take quality issues into account. The two most important 

integrated indices are the following:
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- ICT Development Index (IDI) is an index published by the United Nations International 

Telecommunication Union (ITU) based on internationally agreed information and communication 

technologies indicators. It is used to measure the ICT development levels in 155 countries and also 

to measure digital divide and the changes in digital development in recent years. The index itself, 

which can be used as an evaluation tool at global, regional and country levels alike, combines 11 

indicators grouped into three subindices: ICT access, use and skills.

- Networked Readiness Index (NRI), annually published by the World Economic Forum, is used to 

measure the propensity for countries to benefit from the opportunities offered by information 

and communication technology. It covers 144 countries worldwide by examining three major 

dimensions: the general business, regulatory and infrastructure environment for ICT; the readiness 

of the three key stakeholder groups in a society (i.e. individuals, businesses and governments) to 

use and benefit from ICT; and the actual usage of the latest information and communication 

technologies available (Elliott 2009).

According to the ITU's latest available report (Table 1), South Korea and Scandinavian countries 

(Sweden, Denmark and Finland) are the most developed countries in terms of ICT development as 

similarly recorded in previous years. A the same time it is also confirmed the predominance of the 

developed Western European countries (the Netherlands, Luxembourg, Iceland, Switzerland and the 

United Kingdom) in the top ten positions.

Table 1 - ICT Development Index (IDI), 2010 and 2011

Rank 2011 Country Access 
subindex Use subindex Skills subindex

1 Korea 11 1 1
2 Sweden 6 2 14
3 Denmark 9 3 12
4 Iceland 4 8 13
5 Finland 18 4 2
6 Netherlands 10 9 24
7 Luxembourg 3 7 81
8 Japan 17 5 28
9 United 

Kingdom
7 11 29

10 Switzerland 2 13
…

19 Austria 16 21 27
…

29 Italy 30 34 22
…
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31 Poland 43 32 17
32 Czech 

Republic
41 31 39

…
37 Portugal 32 37 31
…

39 Slovakia 47 33 46
…

41 Hungary 42 44 26

Based on the IDI index, Hungary appears to lag far behind Italy’s position and also from several Eastern 

European countries like Poland, the Czech Republic and Slovakia. In particular Hungary emerges as the 

least developed in terms of ICT usage, holding only the 44th position. Differently, Hungary does not 

perform bad in terms of the ICT infrastructure, as it holds the 42nd  position, overtaking both Poland and 

Slovakia, while it still falls back to Italy. Interestingly, when skills are examined, the gap between Italy 

and Hungary is reduced and Hungary succeed in overtaking both Austria (27th), the Czech Republic 

(39th) and Slovakia (46th) among Central Eastern European countries.

A similar situation is also depicted by the Global Information Technology Report 2013 (Table 2), which 

provides information on the Networked Readiness Index (NRI). Northern European countries (Finland, 

Sweden, Norway and Denmark) lead the classification together with Singapore, while the Netherlands, 

Switzerland and the United Kingdom are the Western countries included in the top ten. 

Hungary takes the 44th position in the ranking and it overtakes Poland (49th), Slovakia (61st) and Romania 

(75th). Surprisingly enough, Hungary also overtakes Italy which is ranked only in the 50th position.

Table 2 - The Networked Readiness Index (NRI) 2013

Rank Country
Environment 

subindex 
(Rank)

Readiness 
subindex 

(Rank)

Usage 
subindex 

(Rank)

Impact 
subindex (Rank)

1 Finland 3 1 2 3
2 Singapore 1 11 3 1
3 Sweden 5 3 1 4
4 Netherlands 4 13 5 2
5 Norway 9 6 7 11
6 Switzerland 7 8 8 9
7 United 

Kingdom
6 10 11 8

8 Denmark 12 7 6 13
9 United 

States
16 4 13 10



The International Journal of Management Science and Information Technology (IJMSIT)

Issue11 - (Jan-Mar 2014) (64 - 95)

72
ISSN 1923-0265 (Print) - ISSN 1923-0273 (Online) - ISSN 1923-0281 (CD-ROM), Copyright NAISIT Publishers 2014

10 Taiwan, 
China

24 17 15 6

18 Austria 22 9 17 24

33 Portugal 38 34 32 35

44 Hungary 47 59 46 42

49 Poland
50 Italy 83 38 45 60

61 Slovak 
Republic

62 92 49 57

This different position of Hungary is mainly explained in terms of national environment. In fact, Hungary 

gains a good position (49th) thanks to its political and regulatory environment and the presence of a 

favourable business environment. On the contrary, Italy's environment seems to be far more 

unfavourable (83rd). The readiness subindex demonstrates that Italy is more developed than Hungary in 

terms of affordability, infrastructure and digital content. At the same, Italy is more advanced in terms of 

usage, especially when referring to ICT usage at the individual and business level.  

3. Literature review

3.1. Definition and classification of business information systems

Information systems are generally defined as a collection of different resources (hardware, software, 

data, human resources and procedures) organized to perform specific processes like data recording 

(input), conversion of raw data into information valuable for managers (processing), data storage 

(maintenance), monitoring of the information system (control) and  information transmission to users 

(output).

With reference to business organizations, it is possible to find several additional definitions in the 

literature, which are designed to explain what a business information system is. For example, according 

to Burt and Taylor’s approach, “business information systems can be regarded as an information source 

in any combination thereof, or any access to and any recovery of their use or manipulation. Any 

business information system is designed to link the user to an appropriate source of information that 

the user actually needs, with the expectation that the user will be able to access the information 

satisfying their needs” (Burt & Taylor 2003: 52). Davis and Olson define business information systems as 
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“an integrated user-machine system for providing information to support the operations, management, 

analysis, and decision-making functions in an organization. The system utilizes computer hardware and 

software, manual procedures, models for analysis, planning, control, and decision-making by using a 

database” (Davis & Olson 1985: 78).

“Information systems are a part of any organization that provides, generates, stores, separates, divides 

and uses information. They are made up of human, technical, financial and economic components and 

resources. In fact, they can be regarded as inherently human systems (organizations, manual systems) 

that may include a computer system, and automatizes certain well-defined parts and selected items of 

the system. Its aim is to support both the management functions and the daily operation of an 

organization.” (Deák, Bodnár & Gyurkó 2008: 100) .

In synthesis, a business information system is the collection of individuals (the subjects who develop and 

operate the system as well as the users of information), activities (related to data processing) and 

technical apparatus (the equipment which nowadays usually consists in a computer system) employed 

to collect, process and store information related to the company's environment, its internal activities, 

together with all transactions between the company and its environment (Bocij, Greasley & Hickie, 

2008). 

Its main goals are providing direct support to operations and sustaining decision-makers with the 

necessary information during the whole decision-making process. For that reason business information 

systems have been traditionally classified into a pyramid model (Laudon & Laudon, 2009) which reflects 

the hierarchy of the organization and the position occupied by information users (i.e. senior managers, 

middle managers or workers). Of course, as suggested by Gábor (2007), also other classifications are 

possible, i.e. business information systems can be differentiated according to the organizational 

structure, the field of application or the type of support. Nevertheless, classifying information systems 

according to their scope of usage, which indicates the type of activity that they are designed to provide 

support to, is still very widespread (Ein-Dor and Segev, 1993).

At the same time, it is important to note that today business information systems are characterized by a 

large use of computers and information technology, which help standardize a significant part of the 

information and communication system, thus making it easier to produce and use information (Csala et 

al. 2003). Although not all information systems are computerized, most companies use IT-based 

information systems which have increased the capabilities of this type of systems (Rainer & Cegielski, 

2010).
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The relevant role played by computers is actually undoubutful. After their first appearance, it became 

clear soon that they could also be used with high efficiency in the business world. The first applications 

can be dated back to the mid-1950s but even in the 1960s computers were used for only collecting, 

processing and storing data. The focus was on the data themselves, computers were applied for 

registration, billing, bookkeeping tasks in daily business operations. These systems were called 

Electronic Data Processing Systems (EDP). This activity has changed significantly over time, while 

nowadays core business functions are performed by the so-called Transaction Processing Systems (TPS).

Around the mid-1960s, a new idea was raised: if computers are useful for employees working at lower 

levels, why cannot it be useful for managers as well? That is how Management Information Systems 

(MIS) emerged. These systems were designed to make pre-defined reports, and they proved to be really 

suitable to support decision-making at the level of management (see Table 3).

In the 1970s the first systems appeared that were able to focus on a specific issue, giving way to 

interactive processes and ad hoc queries as well. These are called Decision Support Systems (DSS) and 

they were further developed in the 1980's. During this period, Group Decision Support Systems (GDSS) 

also appeared, helping the shared decision-making process of more stakeholders.

Similarly to Decision Support Systems, Office Automation System (OAS) also emerged in the 1970s, 

revolutionizing office work and providing new opportunities such as word processing and spreadsheet 

programs, video conferencing and sending electronic mail.

The 1980s saw the appearance of microcomputers, software packages designed for users and the 

subsequent spread of networks, bringing users much closer to computer technology. At that time, it 

became necessary to develop an information system able to satisfy the needs of top management. 

These systems are called Executive Information Systems (EIS), which provide easy-to-understand, 

graphic and tabular information for managers.

Later, the development of business information systems was paved by the use of artificial intelligence in 

the form of Expert Systems (ES), which are designed to give an expert advice and make decisions, by 

focusing on a special business issue. 
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Table 3 - The history of business information systems

Perio
d

Type of 
business 

information 
systems

Scope of usage

1950s Transaction 
Processing 
System (TPS)

It is used for collecting, storing, modifying, and retrieving the daily 
transactions of a business organization. It usually consists of an advanced 
database system for such business events as settlement of accounts, sales, 
rental payments, orders and raw material purchases.

1960s Management 
Information 
System (MIS)

It is used to analyze operational activities in the organization. It makes pre-
defined reports at regular intervals even when special events occur; it 
focuses on the information need of managers and gives assistance to solve 
well-defined problems. It is efficient mainly at an operational or tactical level 
(Laudon & Laudon 2009).

1970s Decision 
Support 
System (DSS)

It is naturally emerged from management information systems, intended to 
help decision-makers to compile useful information from a combination of 
raw data, documents, and personal knowledge, or business models to 
identify and solve problems and make decisions. Its interactivity and the 
capability of elaborating problem-analysing models makes it especially 
effective at tactical levels.

Executive 
Information 
System (EIS)

It is designed to facilitate and support the information and decision-making 
needs of senior executives by providing easy access to both internal and 
external information relevant to achieving the strategic goals of a business 
organization. It is usually easy to use, offering user-friendly features.

1980s

Expert 
System (ES)

It is designed to propose a solution to unstructured, specific problems where 
highly-prepared expertise is needed. It actually stores all the available facts 
and figures, then it draws conclusions based on them. Actually, the facts and 
rules are stored, and based on these conclusions. It is a special field of 
application within the broader area of artificial intelligence.

1990s Enterprise 
Resource 
Planning 
System (ERP)

Its main purpose is to facilitate the flow of information between all business 
functions inside the boundaries of an organization and manage the 
relationships with outside stakeholders. It may include customer and supplier 
relationships and supply chain management as well. According to its most 
recent interpretation, it provides support to the full operational level by its 
modular structure.
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Business 
Intelligence 
System (BI)

It is designed to produce large amounts of information with the potential of 
leading to the development of new opportunities for a business organization. 
It often includes online analytical processing (OLAP), data mining, process 
mining, business performance management, benchmarking and predictive 
analytics. With its complexity, it proves to be one of the most powerful 
decision support tools.

Corporate 
Performance 
Management 
(CRM)

It is designed to organize, automate, and synchronize business processes, 
mainly sales activities, but also those for marketing, customer service, and 
technical support. It also contributes to product development and the 
elaboration of marketing strategies.

Supplier 
Relationship 
Management 
System (SRM)

It is aimed at creating closer, more collaborative relationships with key 
suppliers in order to maximize the value realized through those interactions. 
As a cross-functional system, it provides support for decisions especially at 
operational and tactical levels (Hughes 2010).

Supply Chain 
Management 
System (SCM)

It is designed to facilitate the systematic and strategic coordination of the 
traditional business functions within a particular company and across 
businesses within the supply chain, for the purposes of improving the long-
term performance of both individual companies and the supply chain as a 
whole. Its application is useful for making decisions both in operational and 
tactical levels (Harland 1996).

Enterprise 
Performance 
Management 
(EPM)

It is a management field of Business Performance Management which 
considers the visibility of operations in a closed-loop model across all facets 
of the enterprise. There are several emerging domains in the EPM field which 
are being driven by corporate initiatives, academic research, and commercial 
approaches (Newman 2010).

2000s

Business 
Suite

A business suite is a set of business software functions enabling the core 
business and business support processes inside and beyond the boundaries 
of an organization.

It could be seen from the 1990s that the strategic role of business information systems became more 

and more significant. Together, also the integration among systems and company integration with other 

business partners through information systems has increased.

Enterprise Resource Planning Systems (ERP) were first used in the 1990s. Other cross-functional systems 

also started to spread such as Customer Relationship Management Systems (CRM), Supplier 

Relationship Management Systems (SRM) and Supply Chain Management Systems (SCM). In the same 

decade, the use of data warehouses became more and more common, which in turn led to the spread of 

Business Intelligence Systems (BI) as well. Applications based on Business Intelligence took the earlier 

CRM and SRM systems to a higher level. Finally, after the millennium, a new trend appeared by the use 

of business performance management (also called EPM - Enterprise Performance Management). In this 
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case the integration of various applications is in the forefront as in the case of business suites: industry-

specific and size-dependent complex business packages offered by software houses to better support 

companies to monitor both internal and external processes.

3.2. Factors affecting the implementation of business information systems 

When a business organization makes a decision about introducing any business information system, its 

determination can be explained in terms of the following reasons (Kacsukné & Kiss 2007: 245): 

- Technical reasons: companies applying fragmented and outdated business information 

systems need to introduce new tools and systems to perform operations and other data 

processing activities. 

- Strategic reasons: business systems (like ERP) may play a role in maintaining and 

enhancing competitiveness. For example, they may establish the technical background to 

apply e-commerce solutions. 

- Business reasons: among others, cost reduction and profit increase objectives, job cuts, 

stock reduction, reducing IT costs, improving productivity and more rapid turnaround of 

orders may belong to this group of considerations.

However, the evaluation process leading to the decision of introducing a business information system is 

quite complex and it takes a large number of factors into consideration (Bacon, 1992). The most 

important step during this process is to select the key relevant aspects, then, after weighing them 

carefully, the management of a company can choose the best offer available. 

As suggested by Keil & Tiwana (2006) not all factors or decision criteria have the same importance. For 

example, in their study on ERP software selection process, results show that functionality and reliability 

are the most heavily weighted decisive factors among managers working in large corporation (with an 

average turnover of about US $ 50 millions). Also cost, ease of use and ease of customization are judged 

to be important criteria, while, ease of implementation and vendor reputation were not found to be 

significant. Moreover, differences in ranking emerge when focusing on other countries and companies 

of different size. 

According to Kacsukné and Kiss (2007), selection criteria can be divided into general and specific 

aspects. General aspects refer to common selection criteria identified by past researches (see Keil & 

Tiwana, 2006 for a review of the literature) like the following ones listed in alphabetical order:

- Availability of documentation: it is important for a company to investigate the 

availability of user guides, manuals and other system support documents. 
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- Compatibility: a newly-introduced system should fit the existing hardware and software 

assets and it also should be compatible with the hardware and software devices available on the 

market.

- Costs: in the process of introducing a business information system, a business 

organization not only has to pay the price of a software product but it also has to pay attention 

to the additional costs related to its introduction such as education, professional and license 

fees, not to mention some incurring costs during its usage (telecommunications, maintenance 

and repair costs). In order to make an optimal decision, it is recommended to consider some 

other indirect effects of the introduction as well. 

- Ergonomy: the user-friendly nature of a system or an application is monitored here, 

with a special emphasis on its effects on the human nervous system, the eyes and hands. 

- Modularity: in the market of business applications, companies generally purchase the 

modules of various business information systems that are necessary to perform certain 

functions, maintaining the possibility of adding more modules to the purchased system in the 

future.

- Network access: it also should be considered whether the newly-implemented system 

can be integrated into the existing network. In the case of hardware, it is a question of physical 

interface, whereas in the case of software the real question to be considered is whether the new 

application can run in a network environment.

- Performance: a decision can be deeply affected by the expected performance 

associated to the business information system such as speed and capacity features.

- Reliability: it is important to determine whether there is a risk of system failure and the 

extent to which occasional errors may result in damage. There are available systems that already 

have built-in self-monitoring and error diagnostic functions. The criterion of reliability is 

particularly important in those areas where human life is at stake or the occurrence of a failure 

may end up in causing huge financial losses (in hospitals, air traffic control, banks, etc.).

- Support service: it may also be an important factor to what extent the manufacturer 

provides the installation, maintenance and repair of the newly-introduced system.

- Technology: as in the case of products, product life cycle is a crucial factor in business 

information systems. A business organization has to decide whether to take the risk of 

experimenting with a brand-new technology or to resort to using more proven but less modern 

systems.
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- The manufacturer's reputation: although this aspect is not included in the referenced 

literature, it is possible that some companies prefer to ask for an offer from a larger, more 

respected service provider, ignoring smaller companies that may provide the same services with 

the same quality.

- Usability: first, a business organization has to consider whether the applicable system is 

suitable for the tasks it is required to perform. If it turns out that the selected system is only 

partially able to fulfil the requirements, decision-makers will have to make compromises in 

terms of their needs, after taking other aspects into account. 

- Warranty: this includes the evaluation of the warranty services and conditions provided 

by the manufacturer.

In addition, also specific aspects related to additional services offered by software vendors can be 

important (Kacsukné & Kiss, 2007). These refers to the availability of new software versions (when 

selecting a business information system, companies are interested to know if there will be any new 

versions available for the selected system, how quickly possible upgrades will be done and what 

additional costs will be incurred), customer support during and after introduction, customization (the 

manufacturer should be able to serve unique customer needs), free trial period and security (the 

protection offered against the possibility of causing intentional or accidental damage to a company's 

existing network system).

3.3. Business information systems in SMEs

When moving to the realm of microenterprises and SMEs, some specific considerations have to be 

made.

First, different levels of business information systems penetration might be recorded when observing 

organizations with different size. Microenterprises are expected to adopt only a limited amount of IT-

related instruments because of their traditional lack of financial resources and simple organizational 

structure and processes that can be monitored directly by the owner-entrepreneur. In this context, the 

cost for technology acquisition can be relevant and when present IT adoption usually includes e-mail 

usage, internet access and the implementation of simple information systems designed to improve few 

operational processes (Wymer & Regan 2005; Cioppi & Savelli 2006).

Similarly also small-sized enterprises should rank lower in IT adoption than their larger counterparts. 

Since SMEs do not usually have a managerial structure, they do not need business information systems 

for managerial decision-making processes like MIS, DSS or EIS (Kagan et al 1990). In Italy, past 
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researches indicate that small enterprises do not have middle-level managers and the management of 

the organization is still mainly informal. Thus, IT investments for improving management’s decision 

making have been rare (Marchi 2003; DelBaldo, 2008).

Second, it is possible that SMEs do not take into account all the aspects mentioned in section 3.2. when 

deciding to adopt a new or additional business information system. As suggested by Caldeira and Ward 

(2002), smaller organizations might have scarce internal capabilities and expertise to fully understand 

business or strategic implications related to IT-based information systems’ adoption. Contrary to this 

position, Levy and Powell (2000) and Lesjak and Lynn (2000) suggest the existence of some SMEs that 

are increasingly aware of the strategic benefits related to business information systems. Also in Italy 

there are companies that consider IT-based systems as an integral part of the business strategy and 

deploy them through projects that involve all organization members (DelBaldo 2008). According to 

Yetton et al. (1994) and Levy et al. (2001), these SMEs do not usually conceive business information 

system only as a means of cost reduction (therefore investing merely in operational information systems 

that automate transaction processes), but they also employ them to add value to their products or 

services. 

4. Applied methodology

During the review of the relevant literature on the subject some key general concepts were outlined. On 

one hand, size is usually considered an important factor in explaining differences in the penetration of 

business information systems, while on the other hand, also country differences might be significant as 

they impact on ICT adoption level. Size and country actually represent two important elements capable 

to influence the decision on introducing information systems and their usage patterns among 

enterprises. 

However, it is also possible to argue that size is becoming a less relevant aspect thanks to decreasing 

costs of IT (Benjamin & Blunt, 1992) and that even small enterprises can become aware of strategic 

relevance of the business information systems as suggested by more recent literature on SMEs 

mentioned in section 3.3.

With these notions in mind, we decided to analyse size and country differences with reference to the 

factors influencing the decisions leading to the introduction of business information systems, the usage 

patterns of these systems and  the connection between the use of business information systems and the 

achievement of operational effectiveness and competitiveness.
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In details, national and international literature helped formulate the following assumptions in relation to 

the possible differences and similarities between the two surveyed countries: 

- The selection criteria for choosing a business information system are similar for the enterprises 

belonging to the same size category. In this case the assumption is based on the strong similarities 

of internal conditions (smaller firms do not have professionals to evaluate information systems) 

and external influences. As a result it is possible to expect that enterprises of the same dimension 

tend to choose information systems by taking similar considerations into account.

- In Italy and Hungary, the reasons for the introduction of business information systems are 

similar in every size category. This is based on the fact that enterprises of both countries are 

located and trade in the common EU market. As a consequence, enterprises come across similar 

problems and respond to them in similar ways. 

- The degree to which business information systems are used is higher in Italy than it is in Hungary 

and this is true for all size categories. This assumption is supported by the information provided by 

international ICT development indices and is underpinned by the fact that Italian enterprises 

produce higher gross added value than their Hungarian counterparts. 

- Business information systems have the same effects on the operation of enterprises in both 

countries regardless of their business size categories.

Our primary research extended to Italy and Hungary. The results of data collected in the two countries 

were combined. By using a simple random sampling technique, we collected data from enterprises in 

different economic sectors and company size categories. The comparison was based on almost the same 

sample size as 94 enterprises in Hungary and 98 companies in Italy completed the questionnaire. The 

majority of the Italian respondents represented the manufacturing sector, while in Hungary enterprises 

come mostly from the sectors of trade and repair of motor vehicles. Corporations were left out of the 

analysis since our focus was on microenterprises and SMEs. Filling in the questionnaire was helped by 

the application ‘EvaSys’, while the possibility of taking part in the survey both online or using a paper-

based format was given at the same time. The sample of the respondent enterprises cannot be 

considered representative so the results of the survey can only be interpreted within the range of the 

responding companies. 

The focus was given on the differences in company size because the economic sectors represented in 

the sample were too varied. For the evaluation of data and the presentation of results, the SPSS 

software package was used and all figures and tables presented in this article are based on our own 

compilation. Enterprises were asked to evaluate their agreement or disagreement with sentences and to 



The International Journal of Management Science and Information Technology (IJMSIT)

Issue11 - (Jan-Mar 2014) (64 - 95)

82
ISSN 1923-0265 (Print) - ISSN 1923-0273 (Online) - ISSN 1923-0281 (CD-ROM), Copyright NAISIT Publishers 2014

assess their opinion (i.e. with reference to criteria that drive IT adoption) on a typical five-level Likert 

scale where 1 represented the lowest and 5 represented the highest score. 

In details, microenterprises and SMEs are examined by five aspects which help answer our explorative 

goals. These aspects refer to:

1. the ranking of the selection criteria for business information systems, 

2. the possible reasons for the introduction of business information systems, 

3. the structure of expenses related to business information systems, 

4. the usage of business information systems involved in the survey, 

5. the most important effects of the usage of business information systems. 

Figure 1 - The logical scheme of the empirical analysis of business information systems

1. Selection criteria

2. Reasons for 
introduction

4. Usage

3. Cost structure

5. Results from usage

5. The empirical analysis of business information systems’ introduction

A preliminary relevant information obtained thanks to the field research refers to the penetration of ICT 

in the companies surveyed, measured in terms of physical items. In particular, empirical data indicate 

that Hungarian companies are characterized by a scarce adoption of computers when compared to 

Italian ones. On average middle-sized companies in Italy count over 200 computers while in Hungary the 

same category of companies record only 55 computers. A similar gap exists between Italian and 

Hungarian small-sized organizations, with almost 30 computers on average for the first ones and only 7 

computers in Hungarian companies. These differences disappear when looking at micro-enterprises 

which have less than 5 computers in both countries.

Another interesting indicator for ICT penetration is presented in Table 4, which confirms the existence of 

a technological gap between Hungary and Italy as already suggested by international ICT development 
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level indicators. Only when focusing on larger organizations like middle-sized enterprises, the 

technological gap decreases. 

Tab. 4. – Presence of a server-based network 

Does your company 
operate a server-
based network?

Micro-enterprise Small-sized enterprise Middle-sized enterprise

Italy Hungary Italy Hungary Italy Hungary

Yes 51.85% 30.00% 93.55% 51.85% 94.12% 92.59%

No 48.15% 70.00% 6.45% 48.15% 5.88% 7.41%

5.1. Criteria for selecting business information systems 

Results indicate that there are both country and size differences in decision criteria.

For example, Table 5 shows that Italian and Hungarian microenterprises attribute a different emphasis 

on customer support (ranked very important for Italian businesses and not important for Hungarian 

companies), while they equally evaluate customization and erogonomy. Similar considerations can be 

done also with reference to the category of small-sized enterprises which all attribute a scarce 

importance to elements such as security, availability of documentations and technology in both 

countries, but are characterized by different decision criteria when discussing about the most 

influencing factors (i.e. customization and network access for Italian small-sized firms and compatibility 

and usability for Hungarian companies of the same size).  In other terms, priority orders differ from 

country to country, thus indicating a different approach in the selection process.

At the same time, it can be said that enterprises in different size categories have different priority 

orders. For example, focusing only on Italian companies, results indicate that the most important 

selection criterion (the one achieving the highest score) for microenterprises is compatibility, while small 

businesses pay more attention to flexibility and middle-sized enterprises rank network access as number 

one. 
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Table 5 - The criteria affecting the introduction of business information systems 

Microenterprise Small-sized enterprise Middle-sized enterpriseRank
Italy Hungary Italy Hungary Italy Hungary

1 Compatibilit
y Usability Customization Compatibilit

y
Network 
access Reliability

2 Customizati
on Costs Network 

access Usability Reliability Usability

3

Reliability Customizati
on

Compliance 
with 
information 
strategy

Reliability

Compliance 
with 
information 
strategy

Network 
access 

4 Customer 
support in 
the phase of 
introduction

Network 
access Usability Performance Security Security 

5 Customer 
support 
after 
introduction

Free trial 
period Security Security Support 

service 
Support 
service 

...
16 Security Technology Warranty Ergonomy Performance Availability of 

new versions
17

Ergonomy Ergonomy Technology 

Customer 
support 
after 
introduction

Warranty Availability of 
documents 

18
Support 
service 

Customer 
support in 
the phase of 
introduction

Free trial 
period Technology Availability of 

documents
Free trial 
period 

19

Performance 

Customer 
support 
after 
introduction

Availability of 
documents 

Availability 
of 
documents

Free trial 
period Ergonomy

20 Availability 
of 
documents

Manufacture
r’s 
reputation

Ergonomy
Manufacture
r’s 
reputation

Ergonomy Manufacturer’
s reputation

The same phenomenon can be observed among the Hungarian companies. For example, 

microenterprises give more emphasis to usability: this criterion reached the maximum possible point 

(see the Appendix 1 for more details), while Hungarian small businesses ranked compatibility first. 

5.2. Reasons for applying business information systems 

Stronger country differences have emerged when companies were asked to explain the reasons for 

introducing their existing information systems. As described in Table 6 and in the Appendix (second 
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table), Italian enterprises of all size categories strongly expect organizational improvements when 

adopting IT- based information systems, which means being successful in organizational efficiency and 

decision-making processes, but the implementation of systems is also driven by the necessity to obtain a 

quick information flow, especially for small and medium-sized enterprises.

In Hungary, similar reasons emerged although being much less relevant. Moreover, when asked to 

explain if strategic, business or technical considerations have been evaluated, Hungarian micro and 

small-sized companies seem to be less interested in estimating all these aspects when compared with 

their Italian counterparts. Only among medium-sized companies some similarities can be found. 

At the same time, it is important to note that enterprise dimension is related to different reasons for 

introducing business information systems. In particular, microenterprises do not seem to be aware of 

the strategic benefits related to business information systems.

Table 6 - Reasons for introducing the existing information systems(s) (rank)

Size Microenterprise Small-sized 
enterprise

Middle-sized 
enterprise

Country Italy Hungary Italy Hungary Italy Hungary
Organizational reasons 1 4 1 1 1 2
The company's activities require very 
quick information flow.

2 1 2 2 2 1

The company has to meet the challenge 
of its competitors. as they already use 
information systems.

4 2 6 5 6 5

Technological reasons 3 5 4 4 4 3
Strategic reasons 6 6 5 3 5 4
Business considerations 5 3 3 6 3 6

5.3. The structure of expenses related to business information systems 

Today, more and more enterprises tend to pay attention to various costs. Although there should be a 

decrease in IT-related expenses thanks to technological advance, it is possible to find expenses linked to 

investments, maintenance, personnel and training. The details of IT-related expenses in both countries 

are shown in Figure 2 and 3.
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Figure 2 – The structure of annual IT expenses among Italian enterprises
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Results indicate that a significant part of the structure of IT-related expenses refers to investments and 

maintenance in both countries and especially with reference to medium and small-sized organization. 

However, while more than a third of the total expenditure on IT infrastructure was related to 

investments and maintenance in Italy, the same expenditure items were close to half of the total 

expenditure among the Hungarian enterprises. This indicates that in a developed country like Italy, 

technology acquisition is less costly. 

During our analysis, it was also revealed that Italian enterprises spent 15% more on license fees than 

their Hungarian counterparts. Thus, it could be argued that Italian companies prefer to licence software 

instead of making investments for developing solutions internally. Moreover, telecommunication costs 

are significantly higher than in Hungary for microenterprises who probably do not have sufficient 

bargain power with service providers.
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Figure 3 – The structure of annual IT expenses among Hungarian enterprises
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5.4. The usage of business information systems 

Looking at the information systems usage and in particular at the type of systems adopted, results 

indicate that the use of TPS systems is the most typical in Italy (Table 7). More than 90% of medium-

sized enterprises, nearly 90% of small-sized enterprises and nearly half of microenterprises use this type 

of systems. In this regard, the second most widely used system is ERP, MIS is the third one. Based on the 

received responses, it can be stated that more than 80% of the Italian medium-sized enterprises use ERP 

systems. The use of this system is the least typical of micro-enterprises since nearly a quarter of them 

reported on using it. 60% of small-sized enterprises said that they operated such a system. The fourth 

most commonly used system is BI. More than 60% of the Italian medium-sized enterprises use this 

system; however, the majority of non-users do not have a plan to install such systems in the future, 

either. The least-used systems were ES and DSS systems. It can be observed in all company sizes, that 

most of the enterprises use TPS and MIS systems. SCM and DSS systems are barely used by the Italian 

microenterprises, however, a quarter of the Italian small-sized enterprises use CRM and ES systems as 

well. 
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Table 7 - Distribution of using business information systems by company size 

Microenterprise Small-sized 
enterprise

Middle-sized 
enterpriseTypes of Information Systems

Italy Hungary Italy Hungary Italy Hungary
1 Transaction Processing System (TPS) 46,15% 5,00% 87,10% 29,63% 91,43% 51,85%

2 Management Information System 
(MIS) 28,00% 0,00% 60,00% 7,41% 85,29% 40,74%

3 Decision Support System (DSS) 12,00% 0,00% 16,13% 0,00% 27,27% 18,52%
4 Executive Information System (EIS) 11,54% 0,00% 6,67% 3,70% 23,53% 25,93%
5 Expert Systems (ES) 20,83% 0,00% 24,14% 7,41% 21,88% 3,70%

6 Enterprise Resource Planning 
System (ERP) 24,00% 0,00% 61,29% 14,81% 82,35% 40,74%

7 Business Intelligence System (BI) 3,85% 0,00% 26,67% 7,41% 61,76% 7,41%

8 Customer Relationship Management 
System (CRM) 15,38% 5,00% 23,33% 14,81% 39,39% 44,44%

9 Supplier Relationship Management 
System (SRM) 12,50% 5,00% 24,14% 14,81% 39,39% 37,04%

10 Supply Chain Management System 
(SCM) 4,00% 5,00% 17,24% 11,11% 34,38% 25,93%

In Hungary, the use of TPS systems is prevalent for a wide range of businesses (40%).  The two least-

used systems are BI and DSS systems as they are applied by less than 10% of the enterprises. Many 

systems are not used by the Hungarian microenterprises at all. Such systems are ERP, MIS, DSS, EIS, ES 

and BI systems. Unlike their Italian counterparts (with a usage rate of more than 30%), the Hungarian 

small-sized enterprises do not use DSS. The Hungarian medium-sized enterprises operate all business 

information systems. Considerable differences can be observed between the information system supply 

of micro- and medium-sized enterprises. Comparing the Italian and Hungarian enterprises to each-other 

in the provision of information systems, significant differences can be seen. In the case of both samples, 

the average percentage of using a given information system is more than twice as high among the Italian 

enterprises compared to their Hungarian peers. 

In both countries, a significant relationship can be detected between the size of the company and the 

applied information systems (see Table 8). With the exception of EIS, BI and ES systems in Hungary and 

with the exception of SRM, DSS and ES systems in Italy, the presence of each system is associated with 

company size. This correlation can be explained by the fact that the vast majority of these information 

systems are designed to perform too complex and difficult tasks, so their use among smaller enterprises 

such as microenterprises is negligible, especially in Hungary.
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Table 8 - Cross-table analysis of the use information systems by company size 

Types of Information Systems Italy Hungary
1 Transaction Processing System (TPS) significant significant
2 Management Information System (MIS) significant significant
3 Decision Support System (DSS) not significant significant
4 Executive Information System (EIS) significant not significant
5 Expert Systems (ES) not significant not significant
6 Enterprise Resource Planning System (ERP) significant significant
7 Business Intelligence System (BI) significant not significant
8 Customer Relationship Management System (CRM) significant significant
9 Supplier Relationship Management System (SRM) not significant significant
10 Supply Chain Management System (SCM) significant significant

Business information systems are used by enterprises to gain advantages, make their operation more 

efficient and conduct business processes more quickly.

5.5. The effect of using business information systems 

It is clear from the experience of the Italian respondents that the use of business information systems 

improves the information supply of decision-makers (see Table 8 and the forth table in the Appendix for 

additional details). Regardless of company size, they also think that competitiveness can be improved by 

using such systems as these systems has become an essential condition for remaining in the market. 

Medium-sized enterprises gave higher scores to every statement than small-sized ones did. These 

enterprises possess the highest level of information system supply, so it is understandable that they are 

more sensitive to the positive effects delivered by information systems. Based on their responses, the 

microenterprises are given less opportunities. They are less sensitive to the fact that the operation of 

such systems contributes to the development of a qualitatively new relationship with their suppliers and 

customers.  
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Table - 9 - The perception of applying business information systems (rank)

Size Microenterprise Small-sized 
enterprise

Middle-sized 
enterprise

The applied business information system… 
(Average)

Italy Hungary Italy Hungary Italy Hungary

… improves the availability of information for 
decision-makers.

1 1 1 1 1 1

… may help to improve competitiveness. 3 2 2 2 2 3
… can fulfill the condition of remaining 
competitive.

2 6 3 6 3 4

…improves internal communication. 5 3 4 3 6 5
…reduces the time needed for making 
decisions.

4 4 5 4 4 2

… a new standard of connection can be 
established with suppliers and customers.

6 5 7 5 7 6

…can reduce costs. 7 7 6 7 5 7

The Hungarian enterprises share similar views about the capacity of information systems to improve the 

information supply of decision-makers. In connection with the potential to improve competitiveness, 

the ratings of medium-sized enterprises overcome the responses of others (see Appendix 4). 

Microenterprises agreed the least with the statement that information systems lessened the time for 

preparing decisions, while the evaluation of corporations was different from that of microenterprises by 

almost one score. Regardless of company size, the statement of information systems reducing costs was 

given very low scores.

Comparing the data from the two countries, it is noticeable that in Hungary there is not a big difference 

between the assessment of medium-sized and microenterprises. The Hungarian enterprises seem to 

discover the same opportunities as their Italian peers. The Hungarian enterprises think that reducing 

costs is the least likely when applying an information system, while according to the Italian enterprises, 

it is very unlikely that they could establish new business relationships with the help of an information 

system. The average of the respondents experiencing the benefits of an information system is at a 

higher level in Italy than in Hungary. 

6. Discussions and Conclusions

During our research, we examined and compared the progress the Italian and Hungarian enterprises 

made on the way of getting the fullest possible benefits from the usage of the applied business 

information systems. By the evaluation of the questionnaire, which also provided the basis for our 

primary research, we were able to prove or disprove the assumptions initially formulated.
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After processing the results, it can be stated that our initial assumptions proved to be partially correct. 

In the case of the Italian enterprises taking part in the survey, the expected higher level of adoption of 

information systems was decisively confirmed. The Hungarian microenterprises seldom use any type of 

business information systems (5% or even less) or do not use any of them at all. Nearly half of their 

Italian counterparts use TPS, almost a quarter of them use MIS, ES and ERP systems during their daily 

operation. Nine small-sized enterprises out of ten apply TPS systems in Italy. It is almost three times 

higher than the use of TPS among the Hungarian small-sized enterprises. The use of ERP and BI systems 

is also significant in Italy while their penetration rate in Hungary does not reach 15%. Nearly half of the 

Hungarian medium-sized enterprises already apply TPS, MIS and ERP systems, however, it is still only 

half of what can be observed in Italy. A similar development level can only be found in the case of CRM, 

SRM and EIS systems in this size category. 

All in all, the Italian enterprises of our sample use business information systems at a higher rate on 

average and in some cases the difference is two- or threefold. Based on these findings, it was possible to 

confirm that business information systems usage is higher in the Italian companies investigated than in 

the Hungarian ones. However no indications can be drawn to understand whether enterprises belonging 

to the same size category but operating in different countries apply business information systems in a 

similar way. 

This country difference in systems usage appears to be strictly related to differences in the reasons for 

introducing existing information systems. In fact, enterprises operating in countries at different 

development stages tend to select their business information systems according to different criteria. 

Compatibility, flexibility and reliability were the most important aspects for the Italian microenterprises, 

while usability, cost and flexibility were regarded as the most important ones by their Hungarian peers. 

Similarities were not found in the case of small-sized enterprises, either. In Italy, flexibility, network 

access and compliance with information strategy were seen as the most important criteria. In contrast 

to this, the selection criteria were dominated by compatibility, usability and reliability for the Hungarian 

small-sized enterprises. In the category of medium-sized enterprises, some similarities could be 

detected: the three most important aspects were network access, reliability and compliance with 

information strategy for the Italian companies while the three key factors were reliability, usability and 

network access in Hungary. Consequently, we did not find confirmation for our first assumption on 

similarity in business information selection criteria among enterprises.

After observing the large amount of differences, it was surprising to see that the Italian and Hungarian 

enterprises, regardless of their size, adopt business information systems for similar reasons. With the 
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exception of the Hungarian microenterprises, the adoption of such systems can be traced back to 

organizational reasons and business considerations. 

When the expenses related to business information systems are examined, it can be stated that both 

Hungarian and Italian microenterprises barely spend on investments and developments. More than half 

of the IT expenses is composed of telecommunication costs. Regardless of their size, Italian enterprises 

spend nearly fifth of their IT budget on licence fees. Expressed in percentage, this is three times higher 

than in the case of the Hungarian micro- and small-sized enterprises. Apart from this remarkable 

difference, the structure of the IT expenses is very similar for both the Italian and Hungarian companies.

Finally, if the effects of introducing business information systems are compared, it can be seen that they 

show strong similarities in both countries. The most significant effect is improving competitiveness and 

the availability of information for decision-makers in each of the two countries.

In conclusions it can be stated that both country and size are relevant factors that can influence on 

information systems’ adoption among businesses. Future research are needed to validate this result. 

However, our findings suggest that research on information systems adoption among SMEs should 

always try to consider environmental circumstances related to the national context. 

As it could be expected, our sample indicates that there is a noticeable difference in the IT development 

level of the two countries and information systems for managers decision-making are more widespread 

in Italy than in Hungary. Thus it can be asserted that IT has already reached the level of an essential 

condition for survival in the Italian companies here investigated, whereas Hungarian companies still see 

it as a source of competitive edge. However, when asked about positive effects reached through 

information systems, respondents of the two different countries show similar answers. This means that 

contrary to our initial assumption, the question of competitive edge versus condition for survival 

depends more on size categories rather than on individual countries.
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APPENDIX

1. Criteria for selecting a business information system

If you decided to introduce any of the above-mentioned information systems, rate on a scale of 5, how 
much importance you attributed to the following aspects while choosing between competing 
information systems.

Aspect (Average) Microenterprise Small-sized 
enterprise

Middle-sized 
enterprise

Country Italy Hungary Italy Hungary Italy Hungary
Usability 3.83 5.00 4.03 4.46 4.03 4.60
Performance 3.42 3.88 3.76 4.38 3.71 4.32
Reliability 4.00 4.13 3.72 4.46 4.37 4.60
Costs 3.75 4.63 3.63 4.23 3.90 4.12
Compatibility 4.17 3.75 3.69 4.54 4.06 4.38
Modularity 3.75 4.13 3.52 4.08 3.81 4.04
Technology 3.58 3.25 3.41 3.62 3.87 4.00
Network access 3.83 4.38 4.07 4.23 4.38 4.50
Ergonomy 3.50 3.25 3.07 3.69 3.06 3.58
Availability of documentation 3.25 3.63 3.21 3.42 3.23 3.92
Warranty 3.67 3.63 3.45 3.69 3.55 4.20
Support service 3.45 3.75 3.72 3.92 4.13 4.40
Manufacturer’s reputation 3.83 2.75 3.66 3.31 3.90 3.29
Flexibility, customization 4.08 4.38 4.18 4.15 4.07 4.28
Free trial period 3.67 4.38 3.24 3.85 3.19 3.64
Availability of new software versions 3.58 3.50 3.97 3.92 4.06 3.92
Security 3.55 4.38 4.03 4.31 4.16 4.40
Compliance with information 
strategy

3.92 3.63 4.07 3.77 4.19 4.04

Customer support in the phase of 
introduction

4.00 2.88 3.90 4.08 4.10 4.16

Customer support after introduction 4.00 2.86 3.71 3.67 3.87 4.04

2. Reasons for applying a business information system

What were the reasons for introducing 
your existing information system(s)? Microenterprise Small-sized 

enterprise
Middle-sized 

enterprise
Country Italy Hungary Italy Hungary Italy Hungary
Organizational reasons 51,85% 5,00% 83,87% 40,74% 82,86% 44,44%
The company's activities require very quick 
information flow 33,33% 20,00% 74,19% 37,04% 77,14% 51,85%
The company has to meet the challenge of 
its competitors, as they already use 
information systems 7,41% 10,00% 16,13% 11,11% 20,00% 25,93%
Technological reasons 25,93% 5,00% 38,71% 14,81% 40,00% 40,74%
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Strategic reasons 3,70% 0,00% 22,58% 18,52% 20,00% 25,93%
Business considerations 7,41% 10,00% 48,39% 7,41% 42,86% 25,93%

3. The structure of expenses related to business information systems

Please estimate the rate of the above-
mentioned expenses in terms of the total 
sum of IT-related expenses (Average)

Microenterprise Small-sized 
enterprise

Middle-sized 
enterprise

Country Italy Hungary Italy Hungary Italy Hungary
Investments and developments 9.64% 26.15% 27.92% 45.31% 31.39% 27.63%
Maintenance. repairs and spare parts 6.29% 12.00% 18.50% 14.19% 20.67% 13.81%
Telecommunication costs (Internet access) 53.71% 37.23% 13.17% 20.69% 10.67% 14.50%
Education. training 2.14% 1.54% 7.58% 5.00% 5.39% 2.31%
Expert's fees 8.21% 0.77% 12.75% 3.44% 11.33% 11.50%
Licence fees 17.86% 7.31% 18.83% 4.94% 15.78% 19.69%
Personal expenses 1.79% 13.85% 0.83% 6.13% 4.22% 9.19%
Other 0.36% 1.15% 0.42% 0.31% 0.56% 1.38%

4. The effect of business information systems

The applied business information 
system… (Average)

Microenterprise Small-sized 
enterprise

Middle-sized 
enterprise

Country Italy Hungary Italy Hungary Italy Hungary
… improves the availability of 
information for decision-makers.

3.86 4.25 4.13 4.30 4.47 4.22

… may help to improve 
competitiveness.

3.73 3.92 3.97 3.90 4.12 3.96

… can fulfill the condition of remaining 
competitive.

3.77 3.33 3.90 3.65 4.09 3.93

…improves internal communication. 3.64 3.58 3.87 3.85 3.88 3.93
…reduces the time needed for making 
decisions.

3.73 3.42 3.87 3.90 3.97 4.04

… a new standard of connection can be 
established with suppliers and 
customers.

3.41 3.42 3.45 3.70 3.79 3.74

…can reduce costs. 3.41 3.33 3.87 3.55 3.97 3.52
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Abstract

Relations "customer - supplier" are increasingly more valuable and less consistent, especially in the 
online context. In this sense, the supplier seeks to make a website visitor into a satisfied customer and a 
satisfied customer into a loyal customer as a condition to become more competitive. Understanding 
what determines the loyalty of an online customer and the role of satisfaction and trust in this 
relationship is the main purpose of this research. So, based on information gathered through a 
questionnaire in a sample of 104 customers of the Booking.com portal, we performed a quantitative 
study, transversal and exploratory, in order to study the relationship between the variables: website 
characteristics, personality of online consumers, e-satisfaction, e-trust and brand loyalty to 
Booking.com. The results showed that the personality of Booking.com customers and e-satisfaction are 
able to explain customers’ loyalty toward Booking.com brand. 

Keywords: e-loyalty, e-commerce, e-satisfaction, e-trust, personality of the consumer.

1. Introduction

Customers’ loyalty has become a strategic purpose for most organizations, considering the positive 
impact it has over their profitability. This idea is based on the growing expression of relationship 
marketing in academia research and scientific publications. Adding to this, there is the exponential 
growth of internet use as a means of transaction that has been observed in the past few years. As it is a 
recent area of high potential, it becomes relevant to study customers’ loyalty in the online context.
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This being said, the recency of the subject - customer loyalty to brands- and the importance of e-
commerce in the economy of present day society, have deemed relevant to develop a research on this 
subject. In a way, the purpose is to obtain a better understanding about the behavior of the online 
consumer, in order to improve and substantiate strategies of brand loyalty, in what is truly the source of 
customer value.

In order to do so, we chose to analyze factors that influence loyalty toward Booking.com brand, and 
more specifically portal features, customer personality, satisfaction and trust of online consumers. In 
that sense, we intend to answer the following research question:

Which are the determinants of loyalty to the Booking.com brand? 

Is it the portal features? Is it the personality of online consumers? What is the role of satisfaction and 
trust in online shopping on the brand loyalty to an online portal selling tourist accommodations? These 
are the research questions to which this research intends to answer, developing some discussion based 
on the theoretical background presented below.

2. Theoretical background

The theoretical background focuses on relationship marketing within the context of e-commerce, 
seeking to identify some determinants of customer loyalty, in the context of e-commerce platforms. 
More specifically, it seeks to reveal the relationship between website features, customer personality, 
satisfaction, trust and customer loyalty.

2.1 Relationship Marketing and Customers Loyalty

The present complex market scenario, where competition is growing more aggressive and unfolding 
options are made available in products and services, all linked to a decrease in technology costs, make 
loyalty to a brand or corporate identity to become more difficult. So, the costs of acquiring more 
customers are soaring, being five to ten folds as more expensive to conquer a new customer as to keep 
present customers (Kotler, 2000). An increase in customers’ loyalty may lead to significant savings for 
companies, resulting from the reduction of marketing costs, fewer transaction costs and less non-quality 
costs (Huang and Hsieh, 2012; Barroso and Picon, 2012).
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The majority of organizations are abandoning transaction oriented marketing that emphasizes sales, to 
practice relationship marketing that emphasizes the developing and maintenance of profitable long 
term relationships with customers, offering them higher value and satisfaction (Kotler, 2000).

Kalwani and Narayandas (1995) considered that companies having long term relationships with selected 
consumers have better conditions to generate loyalty and even potentiate their level of profitability, 
than companies that still persist in a transactional kind of philosophy. To Engel, Blackwell and Miniard 
(2000), there is a growing acknowledgement that satisfaction and customer retention are key aspects 
for companies’ success.

Relationship marketing is focused on customer retention and on a high level of contacts and service 
(within a long term relationship perspective). The essence of relationship marketing has to be based on 
the maintenance of a profound relationship with customers (Berry, 1995). So, loyalty can be defined as 
the customer commitment toward a certain brand, shop or supplier, based on a strong favorable 
attitude, expressed in consistent purchase (Sheth et al., 1995). Online loyalty refers to loyalty as the way 
the customer behaves toward a retailer in the online environment.

Oliver (1999) defines loyalty as a strong compromise in consistently repurchasing the favorite product or 
service in the future, purchasing repeatedly, without dwelling on circumstantial factors or on the 
determination of the competition in marketing driven to change behaviors. To this author, loyalty is the 
result of an evaluation process made by the customer and from what results from his relationship with 
the brand.

To Zeithalm et al. (1996) loyalty tends to be expressed in several ways. For instance, choosing one 
company over another, through continuous purchase (repurchasing) or the intention of continuing to 
purchase in the future (purchase volume), and last but not least, following recommendations from other 
people regarding the company. Barroso and Picon (2012) considered loyalty as a multidimensional 
concept, comprehending dimensions such as affection, cognition and future intention to be loyal. 

2.2. Web Marketing and Loyalty in e-Commerce
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The internet is perhaps the largest and most known implementation of interconnected nets, connecting 
hundreds of thousands of individual nets all around the world. It has opened a wide range of 
opportunities, some of which are being used by companies, as e-commerce and e-business. To Turban et 
al. (2000), the internet has a huge impact in companies’ competitiveness because it provides:  

- lower costs for customers: it allows the customer to find products or services more easily, at a better 
ratio quality/price, forcing companies to reduce prices and/or improve their product or service quality;

- swift comparisons and analyses:  customers are able to compare, analyze and find products/services 
more rapidly.

- differentiation: e-commerce allows product customization. Customers appreciate differentiation and 
are willing to pay more for it, which helps to reduce the substitution rate between products and/or 
services. 

The internet has also created the opportunity for companies to simultaneously advertise, sell and 
receive payments (Schumann et al., 2001). It offers online techniques for companies to reach customers 
all around the world, at any time, using interactive messages; information about the company, its 
products and services; updates; sectorial information; contacts and links for customers; virtual shops 
and tools for customers’ service, like channels for group discussions among buyers, online doubt 
clarifications, and so forth (Boone and Kurtz, 2001).

The internet has become the basis to manage relationships through technology. With the appearance of 
new companies made possible by technology and the potential for wealth generation residing in the 
relationship between the company and its customers and partners, the internet has emerged as a key 
engine for companies’ growth and profitability (Shawney and Zabin, 2002). 

To Kotler (2000), e-marketing has at least five advantages when compared with offline marketing. First, 
small companies like larger ones are able to withstand its costs; second, there is no real space limitation 
for advertising, unlike in traditional communication means; third, information access and recovery is 
fast; forth, the website is available to all the world, around the clock; fifth, the purchase can be private 
and fast.

The internet has provided a different kind of communication between companies and their consumers: 
more direct, customized and somewhat more relational. In fact, technology is here to provide 
interaction between producers or suppliers and customers, originating new interfaces between business 
partners (Sheth and Parvatiyar, 1995). The database technology and the internet have made relationship 
marketing more practical and cost efficient (Peppers and Rogers, 1999). 
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To Kotler and Gary (1999: 327) internet is a powerful tool that helps marketeers to be updated about 
their consumers needs (…), providing the means to reach for segments of smaller groups of customers 
with more elaborate messages”. According to Churchill and Peter (2000), companies may generate value 
providing customized information in their website based on the buying background and preferences 
shown by each internet user.

The high growth of e-commerce in the last years, and subsequent growing competition, demand a huge 
effort from managers and entrepreneurs of online platforms to create significant differentiation in order 
to attract and maintain customers coming to the website, as the changing costs for customers are 
considerably lower in internet, when compared to the traditional channel (Hernandez, 2001). In this 
context, loyalty has been referred to as an option to establish competitive advantage (Gommans et al. 
2001).

In spite of the growing number of users and financial transactions year after year, studies about loyalty 
in the online segments are still very little (Gummerus et al, 2004). However, managers and 
entrepreneurs operating in the online environment recognize it as a chief concern (Abbott et al, 2000).

2.3 E-commerce: Website characteristics

According to Shih (2004), websites should be addressed as crucial instruments of persuasion and 
customers’ service, and not just as electronic catalogues with endless product lists. Competition in e-
commerce is growing bigger due to the easiness and the low cost of transactions via the internet, 
making it the more important to have well planned and implemented systems.

For Eroglu et al. (2001), the online shop scenario do not present all the scenario features of the offline 
shop (for instance, the sense of smell), but has rather different characteristics (such as flexibility of time 
and space). The ability of an offline shop to appeal to all the customers’ senses through an infinity of 
combinations using social, structural and aesthetic elements, ends up narrowed to mainly visual appeals 
through a screen. 

Eroglu et al. (2001) classify the online commerce environment focusing on two characteristics: Highly 
Relevant (HR) task environment and of Little Relevance (LR) task environment. HR elements 
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comprehend the website description features (text or images) that appear on the screen to facilitate 
and make it possible for customers to achieve their purposes of purchase. The characteristics of LR 
environment represent the website contents that have not much influence in the purchase finishing 
such as colors, fonts, animations, music, entertainment (games or competitions), icons, security 
indicators, etc. 

The main conclusion drawn from Eroglu et al. (2003) study is that the scenario of the online shop 
influences the customer. A well cared and strategically designed virtual scenario enhances the level of 
pleasure felt by the online customer. This effect is moderated by the engagement and response 
behavior of the customer toward the shop scenario. The effect of the scenario on attitude, satisfaction 
and behavior of approaching/withdrawal is not direct, but seems to be resulting from the emotions 
experienced by the customer.

Insights and knowledge gathered from previous research lead the authors Novack et al. (2000) to 
conclude that the creation of a nice and attractive online scenario may bring countless positive 
consequences to e-commerce. The nice scenario has positive consequences in e-commerce (Novack et 
al. 2000); on the other hand, the security element brings mainly negative consequences, being an 
element to consider specially when designing a website (Souza et al., 2007). Souza et al. (2007) indicate 
the lack of security of this new buying experience from the customers’ point of view as one of the main 
reasons preventing the adoption of this practice and the online growth.

The increase of credible sources, the growing amount of information available to customers, the 
easiness to access information while searching and selecting products/services, the easiness of purchase 
and delivery in an efficient and effective way, all change substantially the customer purchasing behavior 
(Zeithaml et al., 2000).

E-commerce has an added value based mainly on its interactive nature. This includes its availability 24 
hours a day, seven days a week; its approachability from multiple locations (Hoffman e Novak, 1996); 
the cost reduction of information prior to the purchase; the wide range of product alternatives 
(Narayandas et al., 2002) which raises search efficiency and effectiveness, avoiding several trips to 
different selling points. 

Online shops may improve the purchase experience by reducing time and effort spent in the buying 
process and in the quality of service encounter. In this perspective, online shops may define as priorities 
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to sell products organized by categories for an easy and swift purchase; offer several means of payment; 
provide detailed information and price comparison; disclose return policies and allow customers to 
share information online (Chen et al., 2010; Pan et al., 2012). 

Website design, browsing easiness, information content and images, and an exceptional performance 
quality, represent the critical factors for virtual environment success. This performance element, meant 
to be both simple and provocative, allows more satisfactory results if the design of the different 
dimensions of the website is cautious and rational, bearing the audience in mind. In brief, organizations 
intending to use the internet as a stage should assess and determine which theatrical elements are 
more significant for their audience, in what concerns the impressions and experience they want to bring 
to their customers.

A huge part of online interactions tend to be customized, allowing a company to individually follow its 
customers throughout the touching points and all kinds of transactions, setting up its offer in a digital 
way. Amazon is such an example. The process tends to be more active and dynamic, becoming a real 
“learning relationship” (Grove and Fisk, 2001; Peppers and Rogers, 1999).

Thus, we can state that customization, security, privacy, convenience, customer support and 
community, are new functions to be performed by e-marketing, to complement traditional 4 P 
marketing (Kalyanam and McIntyre, 2002).

Understanding which dimensions are relevant while developing web pages becomes highly critical for 
the companies competitive positioning (Palmer et al., 1998). Adopting measures and relationship 
models in online marketing is a priority; it brings out the focus on the customer/consumer and on the 
analysis of its business ways, representing thus one of the main goals of this research work.

Customer behavior in the online environment has been the focus of several studies, namely when the 
effects of variables on online loyalty are intended to be analyzed, whether it is under the behavioral 
aspect (Cases et al., 2010), the attitudinal aspect (Caruana and Ewing, 2010; Mouakket and Al-hawari, 
2012;) or, in a more general perspective, as a one-dimensional concept (He et al., 2011; Llach et al, 
2012; Vlachos and Vrechopoulos, 2012; Rabbanee et al., 2012; Pan et al., 2012).

2.4 Online purchasing behavior: the role of customer personality
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In spite of the importance given to internet in several scientific researches (Hoffman and Novak, 1996; 
Ratchford et al., 2003) and, more specifically, in what concerns the implications of internet in the 
purchase behavior of the customer (Alba et al., 1997; Deighton, 1997), there is a gap in literature 
concerning the adoption of internet as a means of product/service purchase (Roy and Ghose, 2006). 
There have also emerged some studies about the online purchasing behavior of the customer (Alba et 
al., 1997) and about the reasons preventing the purchase of products in the virtual market (Peterson et 
al., 1997)

It is crucial to understand if customers will behave and act differently, whether they are in an online or 
offline environment. If, in fact, they do behave and act differently, then it remains to be known which 
metric methods to apply to capture those differences. It is irrefutable evidence that customers cannot 
rely on their five senses to shop online; on the contrary, they have to base their options on photos, 
images or other means of representation, inevitably limited. However, there are studies showing that 
these online product representations are important to consolidate the attitude toward the act of 
purchase, as well as toward the intention of purchasing (Jarvenpaa and Todd, 1997; Novak et al., 2000).

Morrisette et al (1999) state that, in general, the online customer believes to be more powerful and 
demanding than the offline customer. This power and demand are reflected in the level of loyalty, which 
is usually lower in the virtual context. Like in physical context, the online customer loyalty is influenced 
by the product or service availability, the content relevance and by the tempting and pleasant context 
(Rice, 1997; Eighmey, 1997; Eighmey and McCord, 1998). 

According to Bhatnagar et al. (2000), unlike physical context customers, online customers show concern 
about the risk associated to web purchases. So, perceived risk of shopping in virtual markets as well as 
perceived use easiness, are demonstrated to influence attitudes concerning online purchases (Heijden 
et al., 2001).

In short, services delivered by websites are very special services, though of growing importance, whose 
quality can only be assured as long as customers’ expectations are known (Pinho et al., 2008).

Consumer Personality

Personality comprehends “all internal characteristics” and behaviors that make a person unique 
(Walczuch e Lundgren, 2004). Several personal characteristics influencing  consumer behavior have been 
studied; they indicate personality as an influential characteristic in predicting behavior throughout time 
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and situations (Woszczynski et al., 2002) and as an element influencing a wide range of behaviors and 
human choices (Landers and Lounsbury, 2006).

Recent studies suggest that personality is also a fundamental factor in predicting different online 
behaviors (Yoo and Gretzel, 2011; Acar and Polonsky, 2007; Tuten and Bosnjak, 2001).

The model already used in several studies, by different authors (for example: Carver and Scheier, 1992; 
Gleitman 1995; Olson et al, 1998) assumes that the personality of an individual may be described as a 
combination of five factors: neuroticism, extroversion, openness to experience, agreeableness and 
conscientiousness (Walczuch e Lundgren, 2004). 

Neuroticism is generally described resorting to words like fear, anxiety, pessimism, concern, and 
insecurity (Barrick and Mount, 1991). Extroversion considers and comprehends sociability, talkativeness 
and the ability to make friends (Cabrera et al., 2006). The openness to experience is described with 
adjectives such as imaginative, curious, original, open minded and intelligent (Barrick and Mount, 1991).  
Agreeableness refers to the ability of being courteous, flexible, good-natured, cooperative and tolerant 
(Barrick and Mount, 1991; Costa and McCrae, 1992). Finally, conscientiousness is described as the 
tendency to be organized, efficient and methodic (Barrick and Mount, 1991; Saucier, 1994).

Acar and Polonsky (2007) studied the influence of extroversion in terms of online social networks use 
and found that extroverted people are more likely to adhere to social networks and to maintain long 
term relationships with them. Tuten and Bosnjak (2001) studied the influence of personality on the use 
of the web and found that openness to experience as described in the five factors model is positively 
related with the use of internet for purposes of entertainment and information search about products, 
while neuroticism is negatively related with the use of the web. This model will be the basis for the 
present study, in what concerns the study of personality as a determinant in brand loyalty.

2.5 Determinants of online loyalty: E-Satisfaction and E-trust

The major goal of relationship marketing is to establish, maintain and promote long term relationships 
with customers (Dick and Basu, 1994; Raval e Gronroos, 1996). To achieve it, satisfaction and trust play a 
very important role in the construction of that relationship.
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Satisfaction is one of the most important variables used by companies to measure the level of success of 
their planning and strategies, being used as a connection between purchase and consumption processes 
and the post-buying phenomena, such as attitude change, repeated purchase and loyalty (Churchill and 
Surprenant, 1982; Capraro et al., 2003).

E-satisfaction may be defined as the consumer’s fulfillment following a previous purchase experience in 
a given website (Anderson and Srinivasan, 2003; Lee et al., 2009), or it may be defined as well as the 
perception of pleasure while using the portal (Ranaweera et al., 2008). 

Customer satisfaction has been associated to a much diversified set of desirable consequences, of which 
loyalty and customer retention stand out (Oliver, 1997; Kotler, 2000; Reichheld, 2001; Lin, 2007), 
enhancing thus a better performance and a higher company competitiveness (Pinho et al., 2008).

To be competitive, companies have to render high quality services, satisfying customers and fostering 
their loyalty to the organization (Shemwel et al., 1998). Thus, the organization website should be 
regarded as service rendering by which trust, loyalty and customer satisfaction may be promoted. In 
turn, loyalty originates in the trust the company deserves from the consumer’s point of view (Reichheld 
and Schefter, 2000).

Trust emerges when a consumer experiences a service, regards it as having consistent superior level and 
tends to repeat the experience. (Reichheld and Schefter, 2000). Trust is the will to benefit from the 
reliability of a partner to ensure commercial relations. So relationship does not exist without the trust 
element. (Moorman et al., 1992).

To conquer consumer loyalty it is necessary to conquer his trust. This is paramount in the internet, as 
businesses are conducted at a distance and risks and uncertainties are amplified (Reichheld and 
Schefter, 2000).

Trust is connected to the customer perception of security in transactions he makes with the organization 
(Sivadas and Baker-Prewitt, 2000) and to the permanent idea that customers are more precious than 
organization’s profit (Reichheld, 2001).

Customer trust can positively influence loyalty. Trust warrants that customer expectations toward the 
performance of the company will be excelled, that the consumer will continue his relationship with the 
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company. Consequently, the more the consumer trusts on the company, the higher will be the 
probability to make future businesses with it, influencing loyalty (Garbarino and Johnson, 1999).

Vieira and Slongo (2008) state that trust has a central role in developing loyalty and it is trust that drives 
consumers to foster future actions and intentions toward the company with which they already have a 
fairly long term relationship.

The construct of trust and the various definitions applied have been referred to in several researches 
that analyze online and offline subjects (Mukherjee and Nath, 2007). To Zeithaml and Bitner (2000), 
trust represents the degree of certainty that a customer has on commercial options, whether the 
transaction happens in the online or the offline channel. Research in this field refers trust as a critical 
variable to develop e-commerce (Frederick, 2000; Gefen, 2000).

In the online perspective, trust includes customer perceptions about the reliability of the website and its 
response ability. There are many models who characterize trust in the online environment; however, 
trust may be considered within a scope of feelings - trust on the seller; trust on the internet as a means 
of distribution; trust on the online business and regulations environment; and the trust on stories of 
successful or unsuccessful online shopping (Mingardo and Van Meerkerk, 2012; Park et al., 2012). The 
development of a trustworthy relationship emerges when consumers have a positive experience with an 
online shop, whether through service fulfillment, product satisfaction or the reputation of the online 
shop. Trust emerges as a process of repeated visits to a website where the user acquires experience and 
believes that his expectations are met during those visits (Urban et al. 2009).

Flavián et al. (2006) carried out an empirical study on the online trust domain. In this study several 
evidences were verified, such as: consumer trust increases when he perceives the system to have 
usability, which results in a greater loyalty to the website; high levels of usability influence positively 
consumer satisfaction, thus providing higher loyalty. 

It is unanimous among several authors (Gefen, 2000; Urban et al., 2000; Gefen et al., 2003): they 
recognize that one of the obstacles to the growth of online shopping is the lack of trust that individuals 
may have in this context.

Trust has a central role in explaining why some websites are so popular, when compared with others 
(Gefen, 2000; Gefen, 2003; Ribbink et al., 2004), as trust is referred to as a critical factor for the success 
of a website (Torkzadeh e Dhillon, 2002).
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According to some authors (Ganesan, 1994 and Doney and Cannon, 1997), trust is a fundamental 
construct to achieve success in long term relationships in the online context. Mukherjee and Nath (2007) 
add that because there is no physical interaction between customers and sellers in this context, the way 
companies use to deliver their promises and boost their customers trust becomes paramount. Trust 
emerges as a fundamental determinant of loyalty in the online context (Reichheld and Schefter, 2000).

In sum, in the theoretical background the role of internet in business reconfiguration and marketing is 
evident. Relationship marketing, offline and online, is growing more important. It may be concluded that 
in e-commerce website characteristics and customers personality are associated to loyalty, influencing 
it. Satisfaction and online customers trust play a crucial role in consolidating loyalty. The creation of long 
term relationships may be based on satisfaction drawn from the process of online purchase (Ding et al., 
2011) and the trust on the process of purchase (Urban et al., 2009; Forgas et al., 2010; He et al., 2011). 

3. Methodology

This empirical study intends to test the following research theoretical hypothesis:

Portal characteristics, the personality of online consumers’, e-satisfaction and e-trust influence loyalty 
toward Booking.com brand.

The goal of this research is to study the impact of four variables (personality of online customer, website 
characteristics, e-satisfaction, e-trust) on brand loyalty. 

After introducing the theoretical hypothesis, it is necessary to identify observable and comparable facts 
that allow corroborating the theoretical hypothesis; they may be identified as basic hypothesis, as 
formulated below.

3.1 Determinants of loyalty toward Booking.com site

According to McCole (2002), if the companies operating in the online environment want to develop 
users trust and subsequent loyalty, they will have to pay attention to crucial characteristics inherent to a 
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website, such as: usability, complete information, design and security. Additional information about 
rendered services and reward systems are examples of characteristics that attract customers, making 
them more satisfied, driving them to a trustworthy relationship and, afterwards, to the loyalty toward 
the corporate brand. In brief, some website characteristics raise loyalty in online customers. These 
considerations allow us to formulate the following research hypothesis:

H1 – Website characteristics have a positive influence on loyalty toward Booking.com brand.

The personality of an individual is related to a wide variety of behaviors and choices, such as work 
performance, service quality and internet use (Yoo and Gretzel, 2011). Walczuch and Lundgren (2004) 
conclude from their research that personality influences e-trust and subsequently e-loyalty. To confirm 
the influence of personality on e-loyalty toward Booking.com brand, we have formulated the following 
research hypothesis:

H2 – Customer personality influences e-loyalty toward Booking.com brand.

Customer satisfaction has been associated to a diversified set of desirable consequences, of which trust, 
customer retention and loyalty stand out (Kotler, 2000; Reichheld, 2000a; Lin, 2007). To test this 
relationship between e-satisfaction and e-loyalty, we have formulated the following research 
hypothesis:

H3 - E-satisfaction influences positively e-loyalty toward Booking.com brand.

Reichheld and Schefter (2000a) state that to conquer customers’ loyalty in the internet, it is necessary to 
conquer their trust, as transactions are made at a distance and so, risks and uncertainties rise. Still, the 
authors add that the increase of the customers’ trust on the website platform results in a stronger brand 
loyalty. Trust warrants that the company will excel the consumer expectations and that he will maintain 
his relationship with the company. Accordingly, the more the consumers trust on the company, the 
higher the probability they will do business with it in the future, influencing loyalty. Finally, and 
considering the above, we intend to answer the following research hypothesis: 

H4 - E-trust has a positive influence on e-loyalty toward Booking.com brand.
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Answers to these hypotheses will allow predicting behaviors by acknowledging the determinants of 
loyalty toward Booking.com brand. So, based on the formulated hypotheses, we intend to estimate the 
following Multiple Linear Regression Model (figure 1):

Figure 1 – The antecedents of online loyalty

The target-group of this study was composed by consumers of Booking.com portal, especially all the 
individuals that had already made, at least, one reservation using this portal. Impossible as it is to study 
all the target-group, only a small part of it was studied, using a convenience sample. 

Data were gathered using a questionnaire made available in Google Docs. The questions had all the 
answers under compulsory status, so questionnaires could not be submitted unless all the answers were 
filled out. This way, we gathered 105 answers from Booking.com consumers.

Publication and call to cooperation of Booking.com consumers to answer the questionnaire were made 
in social networks such as Facebook and Linked In, and using a database of e-mail accounts. Reminders 
were sent to the e-mail accounts and a systemic share in the social networks was made, recalling who 
had not answered yet. Only the answers received between December 1st, 2011 and March 1st, 2012 
were considered. 

According to Sheenan (2001), the use of the online environment allows a more precise control and 
improvement on the response quality, from the researcher point of view. It also allows a more swift 
response, with significantly fewer costs than if using other means (Schaefer and Dillman, 1998). 
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On more sensitive issues, it is important that researchers ensure confidentiality, within what is 
considered appropriate. Reminders also contribute to the response rate, so it is important that they 
enclose the questionnaire in order to increase the response rate (Schaefer and Dillman, 1998).

Gathered data were entered into SPSS 20.0 (Statistical Package for Social Sciences). A previous analysis 
of the data was made in order to identify errors or incoherencies. This way, two questionnaires were 
considered invalid for response repetition throughout the questionnaire. Thus, this research is based on 
104 valid responses to the questionnaire.

Regarding sample composition, most of the individuals (58.7%) are aged between 32 and 36 years, 
61.5%  are women, 39.4% live alone and 32.7% belong to a household of two and live with a monthly 
family budget not higher than 2499.00 EUR. As for schooling, 77% of the sample has a school degree or 
higher.

To measure the different latent variables, scales based in the literature were used. Most of the variables 
were assessed through Likert scales of five points where 1 represents “I totally disagree” and 5 “I totally 
agree”. According to Malhotra (2003), this kind of scale allows to numerically graduate each answer, as 
the respondent is asked to signal his level of agreement/disagreement toward the statements. 

The different variables (website characteristics, personality, e-satisfaction, e-trust and loyalty) were 
measured using scales based on different researches, all implemented within the internet.

Personality variable was measured according to five dimensions composing the five factors model, also 
known as Big Five. This model was introduced by Thurstone in 1934, although defended and promoted 
mainly by Goldberg (1992). He assumes that the personality of an individual may be described as a 
combination of five specific factors, including: neuroticism, extroversion, openness to experience, 
agreeableness and conscientiousness. 

In what concerns e-trust, e-satisfaction and loyalty toward Booking.com brand, a scale proposed by Kim 
et al. (2009) was used to study the role of e-trust and e-satisfaction in developing online loyalty.

Before being sent to the sample respondents, the questionnaire was pre-tested on 10 Booking.com 
users. Based on this pre-test, a set of information and suggestions was gathered and used to make some 
adjustments to the questionnaire.
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Data gathered using the questionnaire was statistically treated. First, for each scale, a preliminary 
analysis was conducted on the data using ITEM-TOTAL correlations. All items showing a very low 
correlation between items (under 0.4) were excluded. Then, an assessment of the scales was conducted 
driven by reliability and validity, as referred by Malhotra (2003). Aiming to find a set of items that 
evinces a one-dimensional concept (or factor) the Churchill (1979) traditional approach was used. So, an 
exploratory factor analysis was performed, followed by an analysis of the alpha coefficients (Cronbach, 
1951). 

All the chi-square values obtained for the Bartlett sphericity test are significant (p<0.05), meaning that 
there is a good correlation between variables. Values obtained for the KMO test are all above 0.72, 
indicating a good suitability of the sample dimension to the items under scrutiny (Hair et al., 1998; 
Malhotra, 2003). So, the exploratory factor analysis continued. Table 1 shows the results from the one-
dimensional study and the validity of the models used. The total variance explained equals or is above 
50%, thus being acceptable (Hair et al., 1998). 

Table 1: Analyses results of reliability and validity of the measurement model

Exploratory Factor Analysis Reliability
Analysis

Latent Variables

Number of 
components

Total Variance
Explain

One-dimensional
evaluation

Cronbach Alfa  
()

Personality 4 56% Multidimensional

Openness to experience and conscientiousness 1 One-dimensional 0.858

Extroversion 1 One-dimensional 0.859

Neuroticism 1 One-dimensional 0.723

Agreeableness 1 One-dimensional 0.794

Website features 3 57% Multidimensional

Booking.com commercial offer One-dimensional 0.893

Website platform One-dimensional 0.865

 Security One-dimensional 0.811

E-trust 1 64% One-dimensional 0.884

E-satisfaction 1 80% One-dimensional 0.884

Loyalty toward Booking.com brand 1 64% One-dimensional 0.884
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The analysis of the properties concerning concepts one-dimension and validity has followed the 
recommendations by Garver and Mentzer (1999). The results are good. All concepts have evinced one-
dimensionality and demonstrated to have conceptual consistency. The measurement models proposed 
for each concept are satisfactorily adjusted to data. So, the items of each one of the ten concepts 
extracted from exploratory factor analysis using the main component method were narrowed to ten 
new variables, using the regression analysis and were saved for future multivariate analysis and thus to 
test the research hypotheses.

4. Results

The techniques used to test this research hypotheses, confirmed the linearity assumptions between 
variables, the normality of distribution and the non multicollinearity, in association with the coefficient 
analysis of the Pearson correlation and estimation of the Multiple Linear Regression Model (MLRM). We 
continued its application and show the results below.

In Table 2, correlations statistically significant between variables can be observed, at the level of 1%, 
which allow predicting that independent variables will be able to explain the dependent variable of 
loyalty toward Booking.com brand. 

Table 2 – Coefficient of Pearson’s Correlation

VARIABLE 1 P 2 P 3 P 4 P 5 W 6 W 7 W 8 E-c 9 E-s 10 L

10
Loyalty toward 
Booking.com 

brand
-0.031 0.130 -0.115 0.335** 0.379** 0.397** -0.009 0.638** 0.713** 1

**. Significant Correlation at level 0.01 (2-tailed).
*. Significant Correlation at level 0.05 (2-tailed).
Caption:
1P: Personality Variable- Openness to experience and conscientiousness
2P: Personality Variable - Extroversion
3P: Personality Variable - Neuroticism
4P: Personality Variable – Agreeableness
5W: Website characteristics variable - Booking.com commercial offer
6W: Website characteristics variable - Website platform
7W: Website characteristics variable - Security
8E-c: E-trust variable
9E-s: E-satisfaction variable
10L: Loyalty toward Booking.com brand variable 

Results in Table 2 evince statistically significant correlations between the dependent variable and the 
several independent variables in most of its dimensions.
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The dependent variable of loyalty toward Booking.com brand evinces statistically significant correlations 
with one of the four dimensions used to assess personality: agreeableness (Pearson’s R = 0.335, p<0.01); 
with two out of three dimensions used to assess website characteristics: Booking.com commercial offer 
(Pearson’s R = 0.379, p<0.01) and website platform (Pearson’s R = 0.397, p<0.01); with e-trust (Pearson’s 
R = 0.638, p<0.01) and e-satisfaction (Pearson’s R = 0.713, p<0.01). Regarding the other variables: 
openness to experiences and conscientiousness, extroversion, neuroticism and website security, the 
loyalty toward Booking.com brand evinces positive correlations, but statistically non-significant. 

In this study, stepwise method was used to estimate MLRM. According to Pestana e Gageiro (2005), this 
method has the advantage of eliminating possible problems related to multicollinearity. Such problems 
usually call into question the significance of estimated coefficients. This way, we present in the table 
below the results of the analysis using MLRM for the dependent variable loyalty toward Booking.com 
brand (Table 3).

Table 3 – MRLM Results: determinants of loyalty toward Booking.com brand 

R Square Change Beta Coefficient T Statistics Significance

Customer Personality
Openness to experience and 
conscientiousness 0.038 -0.191 -2.840 0.005
Extroversion 0.030 0.453 0.652
Neuroticism -0.008 -0.115 0.909
Agreeableness 0027 0.169 2.508 0.014
Website Characteristics
Booking.com Commercial offer -0.032 -0.395 0.694
Website platform 0.090 1.212 0.228
Security -0.084 -1.250 0.214
E-satisfaction 0.508 0.716 10.375 0.000
E-trust 0.130 1.245 0.216
Model: Total
R2 Adjusted = 0.560
df =103
F = 44.700, with  p<0.001

H1 hypothesis predicts the positive influence of website characteristics on loyalty toward Booking.com 
brand. In this study, dimensions such as website characteristics were excluded from the regression 
model for not being statistically significant. However, coefficients of Pearson’s correlation evince 
statistically significant positive correlations with loyalty, for two dimensions: commercial offer and 
website platform. So, this study results partially support H1.

 

H2 hypothesis predicts that personality influences loyalty toward Booking.com brand. On one hand, this 
hypothesis is supported by this study, given that one of the dimensions of personality – agreeableness - 
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has a positive correlation statistically significant with loyalty (1= 0.169, t=2.508, p<0.05). On the other 
hand, openness to experience and conscientiousness also seem to be capable to partially explain loyalty 
(1= -0.191, t= -2.840, p<0.01) evincing a negative influence on loyalty. So, agreeableness explains 2.7% 
of the loyalty toward Booking.com brand, while openness to experience and conscientiousness account 
for 3.8%. 

H3 hypothesis predicts an influence of e-satisfaction on the loyalty toward Booking.com brand. This 
hypothesis is supported by the study, suggesting that the higher the degree of e-satisfaction, the higher 
the degree of loyalty toward Booking.com brand. E-satisfaction has a statistically significant positive 
correlation with loyalty (1= 0.716, t=10.375, p<0.001). So, e-satisfaction explains e-loyalty in 56.8%. 

H4 hypothesis predicts an influence of e-trust on loyalty toward Booking.com brand. This hypothesis is 
supported only by the coefficient of Pearson’s correlation, as it is observed a statistically significant 
positive correlation with the loyalty toward Booking.com brand. So, we consider H4 to be partially 
corroborated.  

5. Discussion

The theoretical model of online loyalty antecedents based on the above theoretical background was 
tested through the estimation of a Multiple Linear Regression Model, the independent variables such as 
customer’s satisfaction and personality being able to explain 56% of the variation of online loyalty (R2 

Adjusted = 0.560;  p<0.001).

The website features did not evince the ability to explain online loyalty, though positive Pearson 
correlations, statistically significant, may be observed between them. As in other studies (McCole, 
2002), we think that the impact of the website features in the online loyalty will be influenced by 
satisfaction and trust. If Booking.com portal wishes to promote online satisfaction and develop its 
consumer’s trust and subsequent loyalty, it will have to take into consideration crucial characteristics 
inherent to a website, not only to its commercial offer but to the very own portal characteristics, such 
as: usability, information content, design and security.

Consumer’s personality has evinced the ability to explain online loyalty. So the results confirm that the 
higher the level of agreeableness in consumer’s personality, the stronger his loyalty will be toward 
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Booking.com brand, and the higher the degree of  openness to experience and conscientiousness in 
consumer’s personality, the less likely will he demonstrate loyalty toward the brand. To Walczuch and 
Lundgren (2004), individuals with high levels of agreeableness have positive beliefs toward others and 
appreciate their values, the others being companies/brands. Though individuals with high levels of 
openness to experiences tend to trust more easily, they express a low level of loyalty, as they change 
easily from brand to brand for being susceptible to new experiences, the authors also add.

E-trust was not able to explain loyalty toward Booking.com brand, though both evince positive Pearson 
correlations, statistically significant. However, marketing literature has been emphasizing trust as a 
critical variable to build and maintain long term relationships. A study developed by Kim et al. under this 
scope (2000) supports the positive relationship between trust and loyalty. Reichheld and Schefter 
(2000b) also refer that in order to conquer consumer’s loyalty it is necessary to conquer his trust, this 
aspect being particularly important on the internet, as businesses are conducted at the distance and, 
subsequently, the risks of uncertainty are amplified. 

E-satisfaction has a strong ability to explain loyalty toward the Booking.com brand, indicating the brand 
is meeting consumer’s expectations. It may also mean that buying online surpasses the experience of 
traditional shopping. To Szymanski and Hise (2000) website design and convenience seem to play a 
major role when assessing consumer’s e-satisfaction, both combined with consumer’s privacy and 
information security; this appears to indicate that website features and trust have an impact on 
consumer’s satisfaction, which in turn, positively affects the online loyalty.

5. Conclusion

In sum, we can conclude that the theoretical hypothesis of this research was partially corroborated by 
results. Everything seems to indicate that customer’s loyalty toward Booking.com brand is, at least in 
part, explained by the consumer’s personality. Seemingly, there are two categories of customers: some 
with a clearly relational profile (nice and agreeable) that tend to be loyal, and others, with a researcher 
profile (open to experience and conscientious) that are likely to be less loyal. E-satisfaction and e-trust 
also influence the loyalty toward Booking.com brand, the results suggesting that the higher the degree 
of satisfaction and trust felt by consumers, the more he will tend to be loyal.
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This research aimed to create and validate a marketing model that contributes to increase scientific 
knowledge and, at the same time, that could be applied in business management of companies 
operating in the internet.

So, at the theoretical level, this study contributes to the development of literature about relationship 
marketing, within the e-business context. We discovered that if Booking.com Corporation wants to 
promote loyalty among its customers, it will have to continue to promote a sophisticated and user 
friendly portal, with diversified commercial offers based on marketing customized to the personality of 
its customers, acknowledging from the very start that it will have customers with different personal 
profiles. So, at a practical level, this research contributes to help online business managers, particularly 
those from Booking.com, to segment their customers’ database, based on their personality and to 
define a web marketing strategy, based on the source of customer value. 

For companies operating in online touristic services, this study provides clues on how to develop some 
website characteristics, bearing in mind their impact on the consumer’s behavior, as generators of e-
satisfaction, e-trust and subsequent loyalty.

The results of this research allow some recommendations to brand management leaders about the 
online environment. While developing and managing websites, leaders responsible for the brand and 
platform should be very careful about the hotel offers provided, as well as to the content and form of 
information provided, after-sales service, design and visual elements, as they are shown to influence 
loyalty.

Still we emphasize the fact that if a customer is satisfied with the website, he will tend to become loyal 
to it. Besides, if the costumer trusts the platform, he will also tend to become loyal to it. Thus, in order 
for brand managers to attract loyalty, they should adopt measures to assess the levels of satisfaction 
and trust toward the brand. 

To know customers’ personality is also crucial to perfect and substantiate strategies leading to loyalty 
toward the online brand. Thus, we recommend the introduction of personality as a segmentation 
criterion, in order to perfect loyalty strategy.



The International Journal of Management Science and Information Technology (IJMSIT)
Issue11 - (Jan-Mar 2014) (96 - 123)

119

ISSN 1923-0265 (Print) - ISSN 1923-0273 (Online) - ISSN 1923-0281 (CD-ROM), Copyright NAISIT Publishers 2014

This research has some limitations. Although they may create “boundaries” when applying or using 
acquired knowledge, limitations represent the bases and reasons to continue researching (Childers et 
al., 2001) and, in this case, to improve knowledge about the determinants of brand loyalty.

The choice of online tourism may be justified by its relevance in the Portuguese economy, its growth 
potential and the reduced number of studies in this domain. It may be considered a limitation of this 
work because generalization of results to other sectors, inside and outside the country, will always be 
conditioned.

To examine the loyalty determinants within a given period of time is, nonetheless, a limitation of this 
research, and it may be preferable to adopt a longitudinal approach. We suggest another line of 
research by implementing longitudinal studies aiming to research on the nature of relationships across 
time, between brand and customer, thus allowing a dynamic analysis about customer behavior.

The very small size of the sample of volunteers is clearly a limitation that has favored the necessary time 
to apply the questionnaire but has prevented the possibility of assuring a representative randomized 
sample of the population. Accordingly, generalizing results from this study should be considered with 
due precautions.

Although the sample was extracted from the Booking.com customers, it was based on a majority of 
answers gathered in Leiria (Portugal), a fact that may influence the application of drawn conclusions. 
This could also be extended to other countries because Booking.com is a global brand.

The statistical techniques used to test the research hypothesis are also limited, because they do not 
enable estimating the effects of mediating variables – e-satisfaction and e-trust - and the indirect effects 
of personality and website characteristics on loyalty. Thus, for future researches we suggest the use of 
structural equation modeling.
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Abstract
This paper explores the existence of a correlation between the energy efficiency generated by 
photovoltaic power systems and the layout design of the photovoltaic panels, as well as the level in 
which the layout design acts as a risk driver for energy efficiency, in the context of solar energy.
Improved energy efficiency is the decisive response to the weight of the climate change, limited 
conventional energy sources and technological innovation challenges with the purpose of carbon 
emissions reduction. However, the dangers hampering energy efficiency form a field of study less 
explored in the specific literature. As a result, in this paper, we seek to address the energy efficiency 
issue on the background of photovoltaic power systems, by focusing our attention on the technological 
parameters that influence it: the layout design of photovoltaic (PV) panels.
Our methodology is based on a practical study performed over a period of one year on a photovoltaic 
field in Romania. The analysis was made with PV-syst software version 5.11., which helped us measure 
the photovoltaic system performance under three different variants, defined by the parameters that 
impact on the energy efficiency of the PV system. We have found that the generator inclination, the 
angle made by the panels shading horizontal distance and the distance between two consecutive rows 
of panels influence the power generated by the whole system, with direct effect on energy efficiency.
The results of our study can guide a photovoltaic power system to boost its energy efficiency, while 
reducing the technological risks residing in practical manipulation of technical specification. This paper 
will contribute also to the literature of energy efficiency in the context of highly sought renewable 
energies by aligning technical parameters with performance ratios in a risk management and efficiency 
framework.
Keywords: photovoltaic energy, energy efficiency, layout design, photovoltaic power system, PV panels

1. Introduction
At an international level governments are moving towards developing and implementing policies aimed 
at reducing carbon emissions across sectors of commerce and industry (Hurst, 2012) thus showing an 
increased awareness of the dreary future of the conventional sources of energy and the need to change 
the focus on the renewable energies. The stakeholders in the energy field agree that improved energy 
efficiency is a critical response to the pressing climate change, economic development and energy 
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security challenges that many countries face. Therefore, an amplified concern regarding energy 
efficiency is on the focus.

The increase of primary energy consumption and the emissions of green-house-gases coming from the 
use of fossil fuels have drawn the attention of public policy makers of most developed countries on 
industrial energy efficiency. In particular, within the European Union, the implementation of the so-
called Directive “20-20-20” (i.e., 20% reduction in GHG-emissions, a share of 20% of energy produced by 
renewable energies and 20% improvement in energy efficiency) (European Council, 2009), will make the 
implementation of cost-effective energy efficiency measures within industry really of fundamental 
importance for firms’ competitiveness.

The literature provides a wide range of studies regarding the role of market forces in delivering energy 
efficiency, and how market-based instruments play a central role in most national energy efficiency 
policies (Energy Efficiency Governance: Handbook, 2010), but a lesser attention was given to technical 
parameters that expand energy efficiency. Consequently, this study wishes to cover this gap in the 
literature by addressing the technical characteristics of photovoltaic power systems that drive efficiency 
and their power to overcome the risks they might generate. We seek to prove that an optimal design of 
PV panels positively influences the energy efficiency of the whole PV system.

The majority of the studies regarding PV efficiency target the capital cost reduction as major source for 
competitiveness. However, in this study we address the energy efficiency issue by approaching a 
technological variable: the layout design of PV panels in a large PV plant (>1MWp) where due to large 
numbers of rows the technological variable has a great impact in the production of energy.

Through this research, we endeavour to investigate how the most consistent way to improve the energy 
efficiency of a photovoltaic power system is to mathematically determine the optimal influences of 
geometric conditions of the sun and designing factors (the generator inclination, the angle made by the 
panels shading horizontal distance and the distance between two consecutive rows of panels) to the 
performance of a PV system. In order to do that, we first perceive these parameters as risk drivers for 
energy efficiency in order to finally determine how their optimal approach leads to an increase of 
performance of the whole system. We also examine how a better design approach helps improving 
energy efficiency and reduce the cost of ground source-based energy system.

This article describes a methodology to compare the energy benefit that may result from optimizing the 
layout design of the photovoltaic panels, in scope of creating maximum possible energy for the given 
conditions. The methodology used is based on a practical study performed over a period of one year on 
a photovoltaic field in Romania. The analysis was made with PV-syst software version 5.11., which 
helped us measure the photovoltaic system performance under different variants, defined by the 
parameters that impact on the energy efficiency of the PV system. This research was facilitated by one 
author of this study who is the CEO of a company active in the development, design and construction of 
photovoltaic electric stations, which is the biggest producer of Romanian PV and supply of electricity.

Consequently, there are two objectives of this paper. The first objective is to describe a methodology to 
compare the energy benefit that may result from optimizing the layout design of the photovoltaic 
panels, in scope of creating more energy efficiency. The second objective is to explain how the layout 
design of PV panels acts as a risk driver for the energy efficiency of the whole PV system.

The structure of the paper is as follows: we first provide a theoretical overview on solar energy risks, the 
energy efficiency of photovoltaic power systems, PV power systems, in order to explore the background 
of our research, and then we set our analysis on the Romanian photovoltaic market. After presenting 
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our methodology of research we next focus on our practical results which prove that the layout design 
of the PV panels acts a risk driver for energy efficiency, validating the data using other existing models.

2. Theoretical background

2.1.PV power systems

Photovoltaic technology is characterized by high capital costs and zero fuel costs. This is unlike 
conventional technologies that typically require high fuel costs and a low initial investment (Abulfotuh, 
2007). A photovoltaic power generation system consists of multiple components like cells, mechanical 
and electrical connections and mountings and means of regulating and/or modifying the electrical 
output. These systems are rated in peak kilowatts (kWp) which is an amount of electrical power that a 
system is expected to deliver when the sun is directly overhead on a clear day (Parida et al., 2011).

Photovoltaic systems are growing in popularity as source for electrical energy. The demand for PV 
systems has grown by an average of 30% per year over the period 1990–2010 (Solar Energy Market 
Growth-Global Market Size, 2011), on the background of cost reduction and prices. This decline in cost 
has been driven by economies of manufacturing scale, manufacturing technology improvements, and 
the increasing efficiency of solar cells (Solar Energy Market Growth-Global Market Size, 2011).

There are two main types of photovoltaic system installations: (1) on-grid systems and (2) off-grid 
systems (Module Pricing, 2012). On-grid systems are connected to the utility power distribution system, 
i.e., the power grid, and are used either to supplement utility power or to supply power to the power 
grid. Off-grid systems are not connected to the power grid and are typically used as a stand-alone source 
of electrical energy in remote areas. On-grid systems accounted for 96% of the worldwide PV 
installations in 2009 (Solar Energy Market Growth-Global Market Size, 2011) (Yuventi, 2012) and are the 
focus of our study.

The PV modules in a centralized system are usually first connected in series to achieve a sufficiently high 
voltage; the individual strings are then connected in parallel to allow the system to generate more 
power. The centralized system only has a central MPP tracker for the whole PV array. The practical 
output power of a centralized system can be obtained by solving the power–voltage (P–V) characteristic 
of the PV array (Liu and Duan, 2012).

A PV system generates electrical power from solar radiation incident on solar cells. PV modules consist 
of many solar cells connected using conductive metal strips. The quantity of cells and the way that they 
are electrically connected determines the electrical characteristics of the corresponding module 
(Yuventi, 2012). 

Photovoltaic conversion is the direct conversion of sunlight into electricity without any heat engine to 
interfere. Photovoltaic devices are rugged and simple in design requiring very little maintenance and 
their biggest advantage being their construction as stand-alone systems to give outputs from microwatts 
to megawatts (Survey of Energy Resources 2007, World Energy Council).

The term photovoltaic literally means light producing electricity. Turning photo (light) into voltaic 
(electrical current), is the basis of how photovoltaic panels work. So, photovoltaic efficiency refers to 
how efficiently a solar cell or solar module produces electricity. Photovoltaic efficiency describes the 
efficiency or conductivity of solar panels – the percentage of radiation (sun) energy that can be 
converted into electrical energy (Whitburn, 2012). 
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In PV power systems, efficiency is strictly related to sustaining a prolonged lifetime of the PV system, 
through maintenance, innovation and technological improvement (Abulfotuh, 2007). Since efficiency is 
measured in terms of available resources generating higher profits or constant revenues with lower 
amounts of resources, the financial dimension is crucial for measuring the cost-effect duo in the solar 
energy industry. Access to finance is currently a big concern, since PV systems have high initial costs 
even their efficiency is proven in the course of their lifetime. In developing countries, markets have 
benefited from the steady decline in solar PV prices, but they have also been stimulated by continued 
multi-lateral and bi-lateral development aid. This has meant that solar has been an enabling technology 
for developmental programs for education, clean water, and healthcare (Solar Energy Market Growth-
Global Market Size, 2011).

Depending on regional sunlight condition, solar power is usually not competitive enough compared to 
fossil fuels. To achieve this requires further reductions in manufacturing and installation cost of solar 
panels or improvements in PV design systems (Abulfotuh, 2007). One approach for achieving greater 
efficiency in solar energy production is to analyze a specific improvement in PV design systems, 
respectively the layout design of PV panels.

Two kinds of influencing factors would have effects to the performance of PV system. The first kind is 
geographic conditions, such as local weather condition, altitude and latitude. The geometric conditions 
cannot be changed and determine the optimum performances can be gained by PV systems. Pre-
designing should be carefully taken to ensure that the geometric conditions are suitable for PV system. 
The second kind focused on in this paper is designing factors, such as system selection, building’s 
orientation, installation location, area of PV panel and tilt angle. These influencing factors can be 
analyzed carefully to obtain an optimum performance of PV system (Shi and Chew, 2011).

The power output of PV module was characterized depending on incidence angle and the orientation. 
Song et al. (2008) analyzed the performances of PV modules by using a full-scale mock-up model in 
South Korea. It was obtained that: (1) the PV module with a slope of 30°, facing south, provided the best 
power performance according to an annual power output, producing about 2.5 times higher power 
output than that with the vertical module; and (2) the increased inclined slope of the PV module 
resulted in reduced solar energy transmission, which producing a significant reduction of power output 
for the PV module with a slope over 70°. Yoon et al. (2011) experimentally gained that energy saving can 
be improved up to 47% by changing orientation and its shading effect originated from the building mass. 
Sun et al. (2011) presented that optimum performance of buildings in Hong Kong gained by a tilt angle 
from 30° to 50° and orientation of south or southwest. The efficiency of PV module is also dependent on 
its surface temperature. Experiments taken by Park et al. (2010) showed that power decreased about 
0.48%–0.52% per the 1°C increase of PV module temperature. Also they suggested that property of the 
glass used for the module affects the PV module temperature followed by its electrical performance. 
Fossa et al. (2008) obtained that proper selection of separating distance and heating configuration can 
noticeably decrease surface temperatures (Shi and Chew, 2011).

For PV, electricity generation is maximized when the modules are normal (i.e., perpendicular) to the 
incident sunlight. Variations in the sun’s angle that are due to the season and time of day reduce the 
capacity factor of fixed-orientation PV systems. This can be mitigated, in part, by tilting stationary PV 
modules to maximize annual sunlight exposure or by incorporating one- or two-axis solar tracking 
systems, which rotate the modules to capture more normal sunlight exposure than is possible with 
stationary modules (2010 Solar technologies market report). 

Panels typically produce the most energy if tilted at an angle equal to the latitude of the location but 
system design economics may dictate a more cost optimal orientation. In addition, avoid any shade on 
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photovoltaic modules since shade on any single module can negatively affect the output of the entire 
array (U.S. Department of Energy Federal Energy Management Program, 2012).

In their paper, Liu and Duan (2012) presented an energy efficiency analysis method to evaluate the 
energy efficiencies of integrated photovoltaic systems with different power configurations They have 
discussed the principles and performance of seven types of power configurations for photovoltaic 
systems and they presented the simulation results of each configuration under different partial shade 
and electrical parameter mismatch conditions to quantitatively evaluate their energy efficiencies. The 
authors built their simulation model of a PV module using the SABER software (Synopsys Saber Sketch, 
2007). PV cells in a PV module are reverse-biased when they are shaded. If the reverse voltage is high 
enough, the shaded PV cells become a load and dissipate power due to the flowing avalanche current. 
Hence, some bypass diodes are included in the PV module to solve this problem. Normally one bypass 
diode is used to bypass 20–40 PV cells, therefore there are usually 1–3 bypass diodes in a commercial PV 
module. In order to simplify the analysis, the PV module includes only one bypass diode in the SABER 
model (Liu and Duan, 2012).

The quantitative evaluation of Liu and Duan (2012) shows that AC module and photovoltaic DC building 
module based system are two more potential solutions for integrated PV systems applications for it 
excellent anti-shading and anti-mismatch performances: ignoring the loss of the balance of system, the 
energy efficiency of AC module and DC building module based system is near 100%. A common 
shortcoming of them is that the converter efficiency is currently lower than the centralized inverter, and 
consequently the efficiency optimization of their converters is an important issue in the future research.

Woyte,, Nijs, and Belmansa, (2003) evaluated the impact of partial shadowing on the array performance  
based on the monitoring result from a 5 kWp photovoltaic system, which consists of three independent 
subsystems (a central inverter, a string inverter, and a number of AC modules). Hussein, Ahmad, and El-
Ghetany (2004) evaluated the impact of tilt angles and orientations on the annual performance of PV 
modules (mono-crystalline silicon type) based on a single diode model of PV modules. A statistical 
analysis method was proposed by Nagae, et al. (2006) to evaluate the output performance of the 
photovoltaic modules. 

Another study was conducted by Houssamo et al. (2013), presenting an experimental comparison, under 
real solar irradiation, of four most used maximum power point tracking (MPPT) methods for PV power 
systems: Perturb and Observe (P&O) and Incremental Conductance, as tracking step constant, and 
improved P&O and Fuzzy Logic based MPPT, as variable tracking step. Using four identical PV, under 
strictly the same set of technical and meteorological conditions, an experimental comparison of these 
four algorithms was done. Following two criteria, energy efficiency and cost effectiveness, the 
comparison shows the advantage of use of a MPPT with a variable tracking step. In this work, energy 
efficiency is emphasized by tests performed in situ and based on operation during 9 h while other 
studies use as main criterion the maximum power during few tens of seconds. The principle criteria, 
which are taken into account for choosing the most suitable MPPT algorithm for PV power system, are 
maximum energy efficiency, calculation time, and simple implementation (Houssamo et al., 2013).

The MPPT algorithm enables to extract the maximum of power whatever the operating meteorological 
conditions, solar irradiance (g) and PV cell temperature (h). Since the earliest MPPT method published in 
1960s, the authors counted over than fifteen MPPT methods, which be classified following to MPP 
process seeking into indirect and direct method (Salas et al., 2006). The indirect methods, such short-
circuit and open-circuit methods, need a prior evaluation of the PV panel, or are based on mathematical 
relationships or database not valid for all operating meteorological conditions. So, they cannot obtain 
exactly the maximum power of PV panel at any irradiance and cell temperature. On the other side, the 



The International Journal of Management Science and Information Technology (IJMSIT)
Issue11 - (Jan-Mar 2014) (124 - 151)

132

ISSN 1923-0265 (Print) - ISSN 1923-0273 (Online) - ISSN 1923-0281 (CD-ROM), Copyright NAISIT Publishers 2014

direct methods operate at any meteorological condition. The most used methods among them are: 
Perturb and Observe (P&O), Incremental Conductance (INC), and Fuzzy Logic (FL) based MPPT 
(Houssamo et al., 2013).

However, quantitative evaluations exploring existence of a correlation between the energy efficiency 
generated by photovoltaic power systems and the layout design of the photovoltaic panels are scarce 
and thus we seek to mathematically investigate the optimal influences of geometric conditions and 
designing factors (the generator inclination, the angle made by the panels shading horizontal distance 
and the distance between two consecutive rows of panels) to the performance of a PV system.

2.2.Energy efficiency of photovoltaic power systems

A simple definition of energy efficiency considers the relationship between how much energy is 
introduced into a process and the useful output that the process can generate (Patterson, 1996). Energy 
efficiency is the undepletable and fast-deployment resource we have in hand that will realize our energy 
security and stability objectives at a fraction of the cost needed to expand our resources (Abulfotuh, 
2007). Renewable energy and energy efficiency reduce the risks associated with fuel price volatility and 
can facilitate an industrial boom, create millions of jobs, foster new technology, and revitalize the 
manufacturing sector (Bezdek, 2007).

Energy efficiency and renewable energy are said to be the twin pillars of sustainable energy policy. Both 
strategies must be developed concurrently in order to stabilize and reduce carbon dioxide emissions. 
Efficient energy use is essential to slowing the energy demand growth so that rising clean energy 
supplies can make deep cuts in fossil fuel use. A sustainable energy economy requires major 
commitments to both efficiency and renewables (Prindle and Eldridge, 2007). Energy efficiency is one of 
the most potent and cost effective ways of meeting the demands of sustainable development and lower 
fossil fuel dependency. Improvements in energy efficiency can be achieved either by decreasing total 
energy use or by increasing the production rate per unit of energy consumed (Salta et al, 2009).

Energy efficiency improvements refer to a reduction in the energy used for a given service or level of 
activity. The reduction in the energy consumption is usually associated with technological changes, but 
not always since it can also result from better organisation and management or improved economic 
conditions in the sector (“non-technical factors”) (Energy Efficiency Governance: Handbook, 2010). In 
our study we focus on technological parameters that drive energy efficiency.

Improving energy efficiency will have two major benefits: supply more consumers with the same 
electricity production capacity and slow down the electricity demand growth, and reduce the 
investment needed for the expansion of the electricity sector (World Energy Council, 2008). Reducing 
energy use reduces energy costs and may result in a financial cost saving to consumers if the energy 
savings offset any additional costs of implementing an energy efficient technology. Reducing energy use 
is also seen as a solution to the problem of reducing emissions. According to the International Energy 
Agency, improved energy efficiency could reduce the world's energy needs in 2050 by one third, and 
help control global emissions of greenhouse gases (Hebden, 2006).

The Energy Efficiency Governance: Handbook (2010) highlights that the main drivers for pursuing energy 
efficiency are to reduce imported energy, to reduce domestic demand to maximize exports, to improve 
industrial competitiveness, to reduce production costs, to contribute to global challenges raised by the 
climate change, to recue indoor and local pollution. On the other side, the same source draws attention 
to the barriers to energy efficiency, structured in five large categories: market, financial, information and 
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awareness, regulatory and institutional, technical. Market barriers mainly refer to the fact that Market 
organization and price distortions prevent customers from appraising the true value of energy 
efficiency. Up-front costs and dispersed benefits, as well as the perception of complexity and riskiness of 
the investment, discourage the investors on the financial side. Lack of sufficient information on the part 
of consumers, to make rational consumption and investment decisions acts also as a significant obstacle. 
On the regulatory and institutional side, incentive structures encourage energy providers to sell energy 
rather than invest in cost-effective energy efficiency. The technical barriers to energy efficiency refer to 
the lack of affordable energy efficiency technologies suitable to local conditions and insufficient capacity 
to identify, develop, implement and maintain investments.

Energy efficiency improvement is often hampered by market, financial, informational, institutional and 
technical barriers (Energy Efficiency Governance: Handbook, 2010). In our research, we have narrowed 
down the focus on technical barriers to energy efficiency and we seek to prove that a technological 
specification of a photovoltaic power system has the strength to influence the energy efficiency level of 
the whole system.

In their study, Trianni and Cagno (2012) identified the most relevant barriers to energy efficiency and 
found that two major problems were the lack of capital and the knowledge mismanagement (lack of 
data or inappropriate information to support the energy efficiency decisions). However, the next ranked 
barrier, the lack of technical internal skills, points out to the focus of our analysis, the key technological 
factors that drive energy efficiency. Since knowledge is the most critical resource of a company, the 
ability to efficiently manipulate the existing technology and its parameters is a prerequisite of 
competence. In this study we focus on one specific attribute that creates the premises for efficiency or, 
as wee, might act as a risk factor in solar energy output: the layout design of the PV panels.

2.3.Photovoltaic energy risks

The continuous increase in the energy demand is driving to an increased attention to the efficiency and 
the environmental compatibility of power plants, which is now also devoted to renewable systems and 
not only to conventional fossil fired power plants. 

We have found a large spectrum of risks affecting photovoltaic energy projects, which appear 
throughout the entire project lifetime: Construction risk (risk of property damage or liability stemming 
from errors during the building of new projects); Company risk (risk affecting the viability of the project 
developer, for example, risks related to key personnel, financial solidity and technical ability to execute 
on plans); Environmental risk (risk of environmental damage caused by the photovoltaic park including 
any liability following such damage); Financial risk (risk of insufficient access to investment and 
operating capital); Market risk (risk of a cost increases for key input factors such as labour or modules, 
or rate decreases for electricity generated); Operational risk (risk of unscheduled plant closure due to 
the lack of resources, equipment damages or component failures); Technology risk (risk of components 
generating less electricity over time than expected); Political and regulatory risk (risk of a change in 
policy that may affect the profitability of the project, for example changes in levels of tax credit or RPS 
targets. Also, this includes changes in policy as related to permitting and interconnection); Climate and 
weather risk (risk of changes in electricity generation due to lack of sunshine or snow covering solar 
panels for long periods of time); Sabotage, terrorism and theft risk (risk that all or parts of the solar park 
will be subject to sabotage, terrorism or theft and thus generate less electricity than planned) (Worren, 
2012); the risks of handling of the equipment and the materials that are used for producing it (Thadani, 
2011); the risk of release of toxic materials (silicon that is used on the panels is generated by mining 
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silicon dioxide and then subjecting it to intense heat) into atmosphere and affecting people's respiratory 
systems (Thadani, 2011).

Even if a thorough classification of risks involved in the PV power systems is critical for identifying what 
may affect the overall performance of a system producing energy from sunlight, the literature provides 
little analysis on what factors act as a driver for efficiency of a PV system. We have chosen to focus our 
analysis on technological factors that behave as risk driver for energy efficiency on PV power systems. 
Through this study we analyze how a technological component of a PV system acts as a mitigation factor 
or as a risk enhancer.  

3. Research methodology

Our methodology is based on a practical study performed over a period of one year on a photovoltaic 
field in Romania. The study was made in the context of the opened market, due to renewable energy 
support law which made Romania a prime target for applications in PV-solar generation. Most projects 
are concentrated in Dolj/Olt/Mehedinti counties where irradiation conditions are most favourable. The 
background of the study consists mainly in plants designed and erected by Romanian EPC Renovatio 
Solar and also in comparing other plant topologies others EPC have chosen.

The Romanian photovoltaic panel market shows a great potential for development. Romania is situated 
in the European B sunlight, which gives the country a major solar potential waiting to be tapped. With 
210 sunny days a year, Romania is eligible for annual energy flow between 1000 and 1300 located kWh / 
sqm / year (Romania Power report Q3, 2013).

In the Renewable energy country attractiveness indices report (2013), The Ernst & Young ranks Romania 
13th among the 40 countries analyzed. The Ernst & Young Country attractiveness indices (CAI) score 40 
countries on the attractiveness of their renewable energy markets, energy infrastructure and the 
suitability for individual technologies. The indices provide scores out of 100 and are updated on a 
quarterly basis. The All renewable index (ARI) for Romania was 48,6 at February 2013, while the first 
place is being held by China with an ARI of 70.1, as shown in Table 1. However, in the solar indices 
ranking, Romania is found lower, the 24th out of the 40 countries analyzed, with a solar index of 41. 
Romania’s solar market has continued to show high levels of market activity, reinforcing the 
attractiveness of the sector and supporting projections that indicate it will experience strong growth 
through 2013. The national energy regulator estimates 500MW–1,000MW will be installed by the end of 
the year (Renewable energy country attractiveness indices report, 2013).
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Table 1. ARI indices and Solar indices at February 2013 
(Source: Ernst and Young - Renewable energy country attractiveness indices report 2013)

The energy intensity of the Romanian economy is substantially lower than it was in the beginning of the 
1990s, but is nevertheless the second highest in the EU after Bulgaria. The significant level of 
consumption in the energy-intensive sectors of iron/steel and chemicals is a major factor in the overall 
intensity. Households account for 41% of estimated cost-effective savings, according to the National 
Energy Efficiency Action Plan. Romania has long had a strong institutional commitment to energy 
efficiency, dating back to the creation of the Romanian Agency for Energy Conservation (ARCE) in 1990 
(Eurostat, 2009). 

However high the potential of the photovoltaic market in Romania, there is little practical research 
conducted in this field that correlates the energy efficiency in Romania with the risk dimension in this 
business. This led to explore, on the background on Romania PV systems, a technical variable (the layout 
design of the PV panels) which influences the energy efficiency of the whole system.

The technological risk is one of the highest threats in designing a PV project, and is easily enhanced by 
innovation driven challenges. Since competitive advantage in the field of renewable energies is achieved 
merely through efficiency criteria, an optimal design of the PV power system is based on innovative 
thinking and technological improvements or disruptive changes. In this study, we focus our attention on 
how a specific design layout of PV panels can induce higher energy efficiency and what risks reside in 
this technological aspect of the project. In this direction, we take into consideration the significant 
influence that the distance between two rows of photovoltaic panels has.

Photovoltaic power systems (> 500kWp - Class II) are built on flat land (agricultural, roof terraces 
straight or land set aside). The optimal energy efficiency refers to the following concept: install as many 
solar panels on a specific area so that the gain in energy production (energy yield) is maximum. A 
photovoltaic power system is composed exclusively of photovoltaic modules mounted on a metallic 
structure, tilted at an angle. The land is occupied by several rows of these modules and the layout design 
risk appears when they are too close to each other, causing overshadow, thus reducing the energy 
production. 

4. Modeling description (Source: PV-syst Help)
The analysis was made with PV-syst software version 5.11. PV-syst is a tool that allows to analyze 
accurately different configurations and to evaluate its results in order to identify the best solution. It 
deals with grid-connected, stand-alone, pumping and DC-grid (public transport) PV systems, and 
includes extensive meteo and PV systems components databases, as well as general solar energy tools. 
For a given project, the user can construct several variations of the system (“calculation versions”): after 
specifying the desired power, choosing the PV module and the inverter from the internal database, 
PVsyst proposes an array/system configuration, which allows the user perform an early simulation. The 
simulation calculates the distribution of energies throughout the year. The main results are: the total 
energy production [MWh/y], essential for the evaluation of the PV system profitability; the Performance 
Ratio (PR [%]), which describes the quality of the system itself; the specific energy [kWh/kWp], an 
indicator of the production according to the available irradiation (location and orientation) (PV-syst, 
2013). Figure 1 shows an outline of the project's organization and simulation process. The entire study is 
made by simulation, based on mathematical models used by PV-syst to determine behaviour of 
parameters in the following areas: irradiation computation, PV modules and solar inverters, grid systems 
presizing and simulation process. All components have in turn influence from other parameters. The 
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simulation involves about fifty variables, which are all accumulated in monthly values. When starting, 
the early parameter definition parts in the program have already verified the consistency of all input 
parameters.

In a first step, the diffuse attenuation factor should be calculated, by integrating simultaneously shading 
and IAM attenuation factors over the viewed part of the vault of heaven. The same thing holds for the 
albedo attenuation factor. Then the hourly simulation performs the following steps, for each hour:
Incident "effective" energy calculation
- Reading one hour data on the Meteo file (Horizontal global irradiation, temperature, eventually 
diffuse irradiation and wind velocity). If not available, computes diffuse irradiation with the Liu-Jordan 
correlation model. If necessary, applies the horizon correction on the beam component,=> defined 
variables at this stage: GlobHor, DiffHor, BeamHor, T Amb, WindVel.
- performs the transposition (global, diffuse, albedo irradiations) in the collector plane, using 
either Hay or Perez model according to user's preference. This is done using solar angles at the middle of 
the time interval, calculated from project's site (not the site of the meteo file).

With explicitely given meteo files (TMY or own measurements), this could give not very reliable results 
at early morning or evening, if the time properties of the meteo file are not properly defined (legal or 
sun time), or if latitudes of the two sites is very different.
Defined variables at this stage: GlobInc, BeamInc, DiffInc, DiffSInc, AlbInc,
- applies the shading factor (if near shadings defined) on the beam component,
- applies the IAM factor on the beam component.
Defined variables at this stage: GlobIAM, GlobShd, GlobEff, DiffEff,
This leads to the so-called  "Effective incident energy", i.e. the irradiation effectively reaching the PV cell 
surface.

4.1.Irradiation on the PV-field
It is called  "effective incident irradiation" Heff the luminous energy actually falling on the PV cells. It is 
obtained according to the following steps:
- If only monthly meteorological data available: Generation of hourly synthetic meteo data 
(horizontal global irradiance and temperature),
- If diffuse irradiance measured data not available: diffuse irradiance model,
- If horizon (far shadings): calculation of the beam effective component (in this version of the 
program, the diffuse is considered as not affected by horizon). At this stage, we have the Horizontal 
global, diffuse and beam components at disposal, with the relation:    Gh = Dh + Bh.

Computation of the so-called "incident energy" by a Transposition model, i.e. calculation of the 
irradiance on the PV tilted plane. At this stage, the plane irradiance is composed of  global, diffuse, 
beam and albedo components, with the relation:    Gp = Dp + Bp + Ap.

Applying the near shading calculations (shading factor on beam, diffuse and albedo 
components), either linear or according to electrical array connexions.

Applying the IAM (Incidence Angle Modifier factor), this finally results in the Geff irradiance, the flux 
effectively useable for PV conversion. Heff  will be the corresponding irradiation over a given time 
period. Note: G it is usually used for designing irradiances (flux expressed in [W/m²]) and H for 
irradiations (energies in [kWh/m²].

4.2.Hourly synthetic meteo data
Synthetic data generation provides a mean of constructing meteorological hourly data from only 
monthly known values. This is required since numerous simulation processes have to be computed as 

http://files.pvsyst.com/help/simulation_variables_meteo.htm
http://files.pvsyst.com/help/simulation_variables_meteo.htm
http://files.pvsyst.com/help/simulation_variables_meteo.htm
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instantaneous values (or pseudo-instantaneous as hourly averages). This is the case, for example, with 
the transposition model which closely depends on the solar geometry.

4.3.Irradiance generation
For global irradiance, we dispose of well-established random algorithms – Aguiar et al (R.J.. Aguiar, M. 
Collares-Pereira, 1992), which produce hourly distributions presenting statistical properties very close to 
real data.

The algorithm first constructs a random sequence of daily values, using a Library of Markov Transition 
Matrices (probability matrices) constructed from real meteo hourly data of several dozen of stations all 
over the world. Then it applies a time-dependent, Autoregressive, Gaussian Model for Generating the 
hourly sequences for each day.

4.4.Temperature generation
For temperature, such a general model doesn't exist. We used procedures adjusted only on Swiss meteo 
data – Scartezzini et al (1990), for which generalisation to any world climate is not proved. In fact the 
ambient temperature daily sequence shows only weak correlations to global irradiation. Of course the 
temperature should be continuous, therefore this sequence is constructed using essentially randomly 
daily slopes, with constraints on the monthly average.

But daily profile can be much more related to the global irradiance. During the day, temperature 
behaves rather like a sinusoïd, with amplitude related to the global daily irradiance, and a phase shift of 
two to three hours. The corresponding correlation parameters (for amplitude and phase shift) have 
been quantified from several Swiss region typologies. One can accept that these can be generalised to 
analogous typologies for other places in the world.
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Figure 1. PVsyst simulation process

The software helped us measure the photovoltaic system performance under three different variants, 
defined by the parameters that impact on the energy efficiency of the PV system (Figure 4. Plantings A-
B-C). All three variants target the effects in irradiation energy loss and electrical conversion in the PV 
panels due to shading and do not treat losses derived from this point (cable losses, inverter efficiency 
and so on). The software PV-syst is a tool that allows us to analyze accurately different configurations 
and to evaluate its results in order to identify its best solution.
Our analysis follows the behaviour over one year of a photovoltaic system that varies is the distance 
between rows (pitch 6m, 8m and 10m) keeping constant the angle of inclination of the panels (at 35°). 
The tilt angle is kept at 35° as this is optimum for Romania.
The equipment used in the analysis of structural variants consists in: a PV generator (4200 c-Si panels 
(mono-crystalline) 240Wp power and 14.5% efficiency with an area of 1.65 m² and a fill factor of 0.76) 
and a DC/AC converter (three phase solar inverter 17000W without transformer).
The simulation was divided as follows: Location A - pitch = 10m, location B - pitch = 8m and location C - 
pitch = 6m. All comparisons were made between these three variants and the scope was to identify the 
optimum performance and differences in energy efficiency.

5. Research results

5.1.Layout design as a risk driver for efficiency

The analysis in this paper takes into account three crucial parameters in placing rows and rows 
conception photovoltaic generator: 

- generator inclination (tilt) 

- the angle made by the plane panels shading horizontal distance (shading angle)

- the distance between two consecutive rows.

The parameters resulting from the use of two other variables are: total installed power (Pk) and area 
occupied by it (Sk). The Report Sk / Pk (ha / MWp) provides a common basis for comparison of 
employment land at various photovoltaic systems.

Our analysis follows the behaviour over one year of a photovoltaic system that varies is the distance 
between rows (pitch 6m, 8m and 10m) keeping constant the angle of inclination of the panels (at 35°). 
Tilt angle is kept at 35° as this is optimum for Romania. A variation of 5° will produce loss of 0.5% of the 
global solar panel plan.
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Figure 2. Choosing the tilt angle and its influence 
on solar energy in the panels plane as data input in 

the simulation program (Source: User's Guide, 
PVsyst)

Figure 3. Geometry of solar angles with respect to 
PV plane of array (Source: Planning and Installing 

Photovoltaic Systems, EarthScan, 2008)

The system has an installed capacity of 1008kWp. The three variants use the same terms of losses (loss 
in panels, wiring losses, inverter efficiency) and the same climatic zone we studied. Details of these 
losses can be seen in the diagram specific to each variant presented in Figure 7.

To estimate the reduction in solar radiation due to shading lines (mutual shading), we can use the 
formula:

 , where:
∆𝐼(%) =

𝛾(𝑝𝑖𝑡𝑐ℎ) × 𝑓𝑑𝑖𝑓𝑓
180 ‒ 𝛽

 =solar radiation lost (<10%);∆𝐼

  = shading angle limit resulting from location at different distances (pitch); 𝛾

fdiff = fraction of diffuse radiation for certain areas (for the Corabia, open area, agricultural 0.25);

  = tilt angle of photovoltaic panels.𝛽

For example, to limit the loss of solar radiation at 4% (the maximum acceptable value for high power 
photovoltaic) panels need to be tilted to 35°, lines to form an angle of 23°, considering diffuse radiation 
of 0.25. Hence spacing of 5.6m using the formula below:

, where:
𝑑(𝑚) =

ℎ𝑝𝑎𝑛𝑜𝑢𝑟𝑖
tan (𝛾)

d= spacing;

hpanouri= height of the generator (m); 

 = shading angle limit.𝛾  
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If the angle of inclination b decreases, shading will be reduced and land area can be used better, but 
annual energy production decreases. Spacing width is dependent of modules wide of their inclination 
angle and shading limit. Basically shading angle limit must be lower than the solar elevation angle at the 
most unfavourable value. Energy loss according to tilt and shading angle limit can be seen in the Figure 
4:

The object will present differences in energy production for the three spacing options. The simulation is 
made with PV-syst software version 5.11, the most advanced software simulation of a photovoltaic 
system performance due to complex mathematical models used. Thus the geometrical configuration 
and shadow fall on the plan and the determining factor for photovoltaic shading is done in a purely 
geometrical and analytical manner. For each position of the sun, the program first performs a 
transformation of the entire system coordinates to indicate the axis Oz 'in the direction of the sun. Next, 
for each element sensitivity of PV field (rectangles, polygons), each surface is projected on the 
elementary system of plane taking into account the considered land. Intersection property with positive 
projections of each element is then calculated. Meeting these basic shades creates a polygon 
representing the global shading. Loss factor is the ratio of surface shading of polygons as a shadow and 
the sensitive element.  
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Figure 4. Energy loss due to mutual shading and angle of inclination relative to shading limit (Source: 
User's Guide, PVsyst)

The simulation was divided as follows: Location A - pitch = 10m, location B - pitch = 8m and location C - 
pitch = 6m. All comparisons will be made between these three variants and the scope is to identify the 
optimum performance and differences. The three variants can be visualized spatially in the Figure 5.a-c. 
The drawings show two profiled structures with 3 horizontal panels on each one, having only one 
variability: the pitch – the distance between one point of the first structure to the equivalent point of 
the second). Additional the sun position in the most favourable moment and least favourable moment 
of the year are influencing the shading from each structure to the next. 

Figure 5.a. Spatial view of planting parameters A: tilt at 35 degrees and shading angle at 13 degrees
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Figure 5.b. Spatial view of planting parameters B: tilt at 35 degrees and shading angle at 17 degrees

Figure 5.c. Spatial view of planting parameters C: tilt at 35 degrees and shading angle at 13 degrees
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Photovoltaic plant 3D view, the summer solstice, the sun at zenith, location A (10m)

Photovoltaic plant 3D view, winter solstice, ~ 0o azimuth, location A (10m)

Photovoltaic plant 3D view, the summer solstice, the sun at zenith, location B (8m)
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Photovoltaic plant 3D view, winter solstice, ~ 0o azimuth, location B (8m)

Photovoltaic plant 3D view, the summer solstice, the sun at zenith, location C (6m)

Following the idea for the Figure 5, the spatial view shows 20 PV structures with 3 horizontal panels. It is 
self implied that as you have more structures one behind another, the shading losses are increasing. If 
we would place a very long structure, instead of more, the system designed will have no shading. For 
the current analysis we used the same topology of rows for all three variants.
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Photovoltaic plant 3D view, winter solstice, ~ 0o azimuth, location C (6m) (Source: PV-syst)

Figure 6. Plant layout in 3D, solar positions in different year seasons and shadings view

In Figure 6 we can immediately observe the major difference between location A and location C, the 
trajectories of shading and module losses are more pronounced in the latter, highlighting in yellow the 
shaded area in the lower position of the sun (even at noon). The shaded area increases with the increase 
of the azimuth angle. The losses quantified through this placement can be quite substantial (even higher 
as the plant is higher). In the following performance data can tracked on employment land for the three 
variants.

5.1.1. Simulation Results

Location
Pitch

(m)

Shading 
factor

Specific 
energy Yf

(kWh/kWp)
PR

Energy 
produced E

(MWh/an)

Area 
occupied Sk

(mp)

Unitary 
area 

(ha/MWp)

Land use 
report

(%)

A 10 0,974 1382 0,832 1393 22222 2,204 27%

B 8 0,961 1368 0,823 1379 17833 1,769 33%

C 6 0,943 1333 0,802 1344 13444 1,333 45%

Table 2. Production and area simulation data for the three variants

As a direct observation of the results Table 2, it is clear that variant C offers almost double usage in the 
land, compared to variant A and as expected all three production parameters are lower compared to 
variant A.  Regarding the ups and downs of these variants, the increasing of pitch above A will yield a 
lower and lower supplement in production, as opposed to decreasing below C, will yield a very high loss 
in shading. In conclusion, the optimum pitch is 8-9m and it is at final customer latitude whether he 
chooses land usage and accepts the losses. The C variant and below is recommended only in planting 
with imposed Pk and limited area. The simulation data for all three variants from PV-syst reports are 
listed in Tables 3-5. There are clearly indicated: global horizontal irradiation, ambient temperature, 
global incident irradiation in collector plane, effective global correction for IAM and shadings, effective 
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energy at the output of the array, energy injected into grid, efficiency Eout array / rough area, efficiency 
Eout system / rough area.

5.1.2. Performance Ratio

As the photovoltaic industry has grown in recent years, a need to clarify and educate entrepreneurs on 
the performance parameters of photovoltaic systems has emerged. They allow the detection of 
operational problems and the validation of the performance estimation models in the design phase. 
Industrial-scale use of standard performance parameters assists the investors in assessing various 
proposals for equipment, technology and methods of implementation. It offers confidence in the ability 
to obtain and maintain reliable systems of the highest quality. Three of the parameters listed in IEC 
61724 can be used to define the overall performance of a reporting system for energy production, solar 
resource and the overall loss. They are: specific production (Yf), solar output reference (Yr) and PR 
(Performance Ratio).

Yf specific energy is the net energy produced (E) compared with the generator installed PV power (Pk). It 
is usually measured during a month or a whole year. This value represents the number of hours that the 
photovoltaic generator would operate at rated power to provide the same energy. Measurement units 
are hours or kWh / kWp. Yf parameter normalizes energy produced reported to the kW installed unit, as 
a consequence, is a convenient way to compare the energy produced by photovoltaic systems of 
different powers.

,
𝑌𝑓 = 𝐸

𝑃𝑘 = (𝑘𝑊ℎ)
(𝑘𝑊) = (ℎ)

Yr reference solar energy production H that is entering the panels plane reported to the reference 
radiation G0. This is the equivalent operating hours at the reference radiation. If G0 is equal to 
1000W/mp then Yr is the number of peak sun hours, measured in hours. Yr defines the available solar 
resource photovoltaic system. It depends on the location, orientation panels and weather variability.

,
𝑌𝑟 = 𝐻

𝐺0 = (𝑘𝑊ℎ/𝑚𝑝)
(𝑘𝑊/𝑚𝑝) = (ℎ)

The coefficient of performance (PR, Performance Ratio) is obtained from reporting Yf to Yr. Normalizing 
it in relation to radiation, this indicator quantifies the overall effect of losses due to nominal values due 
to: inverter inefficiency, losses in cables, electrical parameters mismatch losses for photovoltaic panels, 
high temperature losses panels (silicon is sensitive to variations temperature), loss by shading, reflection 
losses in solar panel plan, dust or snow losses, losses due to network interruptions or component failure.

,
𝑃𝑅 = 𝑌𝑓

𝑌𝑟 = (𝑎𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙)

The values of this coefficient are reported usually for month or for year (like E). Values calculated for 
smaller intervals (daily or weekly) may be useful in detecting defects in components. Although PR may 
be confused with system efficiency it is rather an indicator of its operation. In other words, PR is how 
well the photovoltaic plant captures solar energy available and transforms it into usable energy to the 
terminals. There may be cases when a system with abundant solar resource is poorly designed (layout 
and design) or the opposite, a very well designed system is placed in an area with low solar radiation, 
and both systems can have an equal PR. Due to temperature losses in the photovoltaic panels the PR 
values may be higher in winter than in summer and normally can fall between 0.65 and 0.85. If dustiness 
of the panels is seasonal then difference between winter and summer may appear. 
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Table 3. Simulation results. Location A - pitch = 10m

The values calculated by the program are: horizontal global irradiation, ambient temperature, global 
incident irradiation in the collector plane, effective global irradiance after IAM and shadings corrections 
are applied, effective energy at the output of the PV array, energy injected into the grid, efficiency 
energy of the array reported to PV area, efficiency of the system reported to PV area. The values are 
averaged on a monthly basis and totalised at the end. The following two tables present the same 
parameters for the last variants.

Table 4. Simulation results. Location B - pitch = 8m

Table 5. Simulation results. Location C - pitch = 6m
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Figure 7. Loss Diagrams (Source: PV-syst report)

As shown in Table 6, the energy difference between option A and option C is 49MWh/year, representing 
3.5% of production. Consequently, the placement option C, although it is most advantageous in terms of 
land area needed for construction, is the worst in terms of energy produced annually.

Variant B is considered a middle choice in the struggle between land usage and shading loss, also can be 
considered a solution that is not recommended to be crossed unless condition imposed  Also, following 
a simulation in financial terms of the two types of projects, we obtain the data presented in the Table 4. 
Therefore, C version will not be much cheaper (in terms of initial investment) than option A because the 
cost of land for construction, since planning the works and fencing bear the lowest project costs. 
However, looking at the whole project over a period of 25 years (the entire life of the project) major 
financial benefits can be observed.

VAR C VAR A

Project implementation costs 1.905.000 € 1.920.000 €

Operating costs per year 75.000 € 75.000 €

The discount rate 10% 10%

Present value of annuity for 25 
years 3.652.338 € 3.814.500 €

The net present value 1.747.338 € 1.894.500 €

Cost-Benefit 192% 199%
Table 6. Comparing the extremes in financial terms

A is considered the best option that combines the area occupied and a low level of losses. Location 
variant C (pitch <7m) is not recommended unless it is expressly required, due to limits of surface and/or 
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installed power; another placement variant is not physically possible. If the ratio of land use (footprint of 
PV modules / total surface area with shade) falls below 27% then the increase in energy produced will 
be limited and further growth of the space will be less justified. A photovoltaic system is considered very 
good sized if the PR is determined at a value greater than 0.83 in the first 4 years of operation. The 
designer must balance losses accepted by the owner of the plant and the land area available for 
construction while achieving a performance as high as possible.

5.1.3. Validation of data

The first delicate stage is the treatment of the incident irradiation in the collector plane: it involves 
models for the estimation of the diffuse irradiation (from the global irradiation) and for transposition. 
These models proved to be the weakest link in the comparison process, with differences reaching more 
than ten percent for some of the data used. For the SIG installation at Geneva, the only site where 
measurements of the horizontal diffuse irradiation are available, the deviation does not exceed 2 to 3%.

Why the validation of the data may be proven difficult or at least challenging:

- The simulation results depend on many parameters, which may be set at any value in order to get the 
expected result... (for example: PV module quality loss, or mismatch, or soiling);

- The real meteo values when running are rarely known (or sometimes not recorded with sufficient care) 
and operating parameters measurements are also subject to errors;

- The real performances of the components used (especially the PV modules) is rarely checked in detail 
at the installation time.

For getting reliable conclusions, the measurement conditions and the validation process should be 
clearly defined. Namely comparisons between measurements and simulation should be performed in 
hourly values. 
 Below there are validations performed with old versions of PVsyst (1996) on 7 Swiss installations. The 
yearly power was predicted with an annual accuracy of the order of +/- 5%, except with an installation 
involving amorphous modules (which were not well modelled in this early version).
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Installation N 13 Marzili LESO-
Sheds

SIG EIV LESO-LRE LESO-
USSC

Site  (Switzerland) Domat-
Ems

Berne Lausanne Genève Sion Lausanne Lausanne

Field:  type
Tilt angle
Azimuth

Anti-
noise-wall

45°
25 ° East

Sheds
35°

37 ° East

Sheds
45°

South

Sheds
35°

9 ° East

Sheds
45°

South

Facade
90°

South

Demosite
28°

South

Installed power
Field area

104 kWc
967 m2

25.6 kWc
170 m2

12 kWc
111.6 m2

7.6 kWc
61.5 m2

3.2 kWc
31.7 m2

3 kWc
28.6 m2

0.45 kWc
8.2 m2

Collectors: manuf.
Type
Nominal Power STC
Measured Power STC
Measurements
Technology

Kyocera
LA361 J48

48 Wc
48 Wc
Ispra

SI-poly

BP Solar
BP495-
Saturn
95 Wc
88 Wc
Ispra

SI-mono

Solarex
MSX 60
60 Wc

55.1 Wc
TISO

SI-poly

Arco-
Solar
M55

53 Wc
50.8 Wc

Ispra
SI-mono

Photowatt
BPX 47500

48 Wc
40.3 Wc

TISO
SI-poly

Flagsol
Optisol/LESO

250 Wc
 

Manufacturer
SI-poly

USSC 
(USA)

 
 

17 Wc
LESO
a-Si:H 

tandem

Irrad. transposition:
MBE (transpos.-
meas.)
RMSE (daily val.)
RMSE (hourly val.)

 
2.8 %
5.5 %

11.7 %

 
-0.9 %
3.2 %
7.8 %

 
-6.0 %
9.6 %
15 %

 
-2.2 %
2.9 %
5.1 %

 
9.3 %
5.5 %

10.4 %

  
-11.3 %
7.7 %

11.4 %

Coll. Temperature 
model
Wind velocity 
measurement
K factor   (input 
param.)
MBE (simul-measure)
RMSE (hourly val.)

 
No
29 

W/m2K
-0.3 °C
2.1 °C

 
No
29 

W/m2K
-0.5 °C
1.5 °C

 
No

29 W/m2K
-0.03 °C
2.7 °C

 
Yes

20 + 6 
vvent
0.8 °C
2.1 °C

 
No

29 W/m2K
-0.7 °C
3.8 °C

 
No

13 W/m2K
-0.2 °C
3.7 °C

 
No

23 W/m2K
0.0°C
2.8 °C

PV-Field  DC energy
Simul. Base:
MBE (simul-meas.)
RMSE (daily values)
RMSE (hourly values)

 
Plane 
irrad.
5.6 %
8.7 %

11.0 %

 
Plane 
irrad.
1.0 %

10.0 %
15.5 %

(field #3)
Plane 
irrad.
-0.7 %
2.2 %
5.2 %

 
Horiz. 
irrad.
0.7 %
5.0 %
9.8 %

 
Plane 
irrad.
3.1 %
3.4 %
6.5 %

 
Horiz. Irrad.

1.4 %
10.8 %
17.7 %

 
Plane 
irrad

-13.6 %
8.9 %

13.4 %

System AC output
MBE (simul-meas.)
RMSE (monthly 
values)
RMSE (daily values)
RMSE (hourly values)

 
5.5 %
5.4 %
8.3 %

10.8 %

 
1.0 %
4.5 %
9.9 %

15.3 %

 
-0.7 %
1.1 %
2.4 %
5.5 %

 
1.9 %
1.7 %
5.3 %
9.7 %

 
2.8 %
1.2 %
3.3 %
6.5 %

 
2.7 %
8.2 %

12.7 %
19.0 %

 
-12.8 %
7.5 %
8.5 %

12.5 %

Table 7. Summary of 7 tested installations: comparisons between  simulation and 
measurements

But other sites show differences going up to more than 10%. It should be emphasised that these results 
are highly dependent on the quality of the instruments used for the irradiance measurements 
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(especially the calibration and sometimes the positioning). We supposed that the standard deviation in 
hourly values is a good indication of the performances of the model itself, and in this respect, the 
installation of Marzili (MBE=1% and hourly RMSE < 7.8%) confirms their validity. The mediocre results of 
the LESO can be explained by the considerable distance (several hundred meters) between the 
horizontal solar meter and the measurement in the collector plane.

The second mode, array temperature model, is the estimation of the temperature of the PV field using 
values of ambient temperature and irradiation. This temperature only acts as an auxiliary parameter in 
the calculation of the electrical production of the field, and its specification is not critical. Our model, 
resulting from a simple thermal balance, gives remarkable results. By using the default value suggested 
by the programme (k=29W/m²k) for all the collectors without back-covering, and by adapting this value 
for the integrated installations, we obtain, in all cases, errors lower than 1°C, with hourly dispersions of 
2 to 4°C at the most.

The electrical output, measured at the collector array terminals (DC energy), is calculated by the 
simulation on the basis of the incident irradiation (given the shading and non normal incidence 
corrections), the temperature of the modules, and the collector model (operating at MPP), keeping in 
mind the ohmic losses of the wiring and the module's mismatch. The excellent results obtained 
especially in LESO-sheds, the SIG or at the EIV, show that these models work perfectly, at least for 
silicone crystalline modules (PV-Syst Contextual Help, 2010).

6. Conclusions, limitations and further research

The constant demand of energy determines a more growing attention to energy efficiency and the 
environmental capability of photovoltaic power plants to manage and mitigate the technological risks 
encountered. 

In our study, we have explored the available literature written on the subject of energy efficiency and 
solar energy risks, focusing on the dangers hampering energy efficiency on the background on 
photovoltaic power systems. We have analyzed the extent of influence of technical parameters such as 
the generator inclination, angle made by the panels (the shading angle) and the distance between two 
consecutive rows of panels. We have conducted our analysis by using PV-syst software version 5.11., 
carrying out three simulations under three different variants defined by the parameters that impact on 
the energy efficiency of the PV system. This evaluation made in this way can assist investors in choosing 
the best topology for their current situation or production expectations, before the plant is erected or 
planned, making easier the direction to walk upon: more land for more power or less land for less 
performance.

In analyzing the efficiency and gain in the different designs, measurements were taken under three 
conditions, which yielded different results, but which showed how an optimization of the layout design 
of the PV panels positively influence the energy efficiency of the whole photovoltaic power system.

Moreover, using simulations in order to optimize the energy efficiency of a PV system can be regarded 
as a risk mitigation method, due to the various possibilities of identifying potential malfunctions of the 
system that might affect its performance ratios. 

Future research should cover variable tilting, pitch choosing and PV panels layout on the structure and 
cabling methods as combined influence on the energy production. Due to high technologies equipments 
installed in a PV plant another research thematic will be the risk evaluation of plants components and 
mitigation of power loss in both design process and maintenance/operation in 25 years. Also as the 
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operation time is increasing for all equipments, it will become a firm necessity of upgrading or re-
technologising the plant:  inverters, some panels and transformers, cables.

Based on the obtained results we can affirm that the technological parameters monitored act as risk 
driver for energy efficiency of power plants and our approach presents interesting advantages from the 
point of view of practical applicability to larger power PV structures, in what concerns the technological 
risks involved.

The limitations of our study were given by the fact that our analysis was set in the perimeter of a single   
photovoltaic power system in Romania. We recommend further exploration to be undertaken using a 
more extensive area of research, respectively several more photovoltaic power systems.
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